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The method of solving problems of mathematical physics, in particular for calculating
a non-stationary gas flow in pipelines, is proposed in this article on the basis of the
biorthogonal polynomial constructed by the authors. The method of solving the problem
by means of the separation of variables in the base of biorthogonal polynomials is investi-
gated. The analytical-approximate and approximate solutions of the problem as the sum
of some biorthogonal and quasi-spectral polynomials are found. The comparative analy-
sis between the obtained analytical-approximate and approximate solutions is conducted.
The influence of parameters of methods, including the order of the partial sum, a bit grid,
and an accuracy error of calculations on the obtained solution are studied. The results of
calculation are presented in the form of tables.

Keywords: spectral methods, mathematical model, non-stationary gas flow, linearization,
biorthogonal and quasi-orthogonal polynomials.
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1. Introduction

Spectral methods are used both in theoretical studies and for solving a wide class of problems of
mathematics and mechanics. Their essence is that the functions included into the model are presented
in the form of orthogonal series in accordance to the selected basis. Finding the solution is reduced
to calculating the coefficients of orthogonal series of the desired solution. It is shown [6, 7| that the
choice of orthogonal basis one should coordinate with the domain of definition of the desired solution.
The positive sides are those that many orthogonal bases are studied well enough, they are easy to use,
and the solving algorithms constructed on their basis are easy for automation. The negative side is
that the summation of corresponding series is, as a rule, an incorrect problem. Therefore, not all the
criteria to the solutions of problems one can satisfy by means of using of one orthogonal basis. Due to
the fact, we are modifying the existing bases or constructing a new one to meet the broader criteria.
One of the methods of consideration of these comments is the usage of biorthogonal bases. Nowadays,
there are a few papers devoted to their research and practical application. This is mainly due to the
fact that formation of these biorthogonal bases is connected with significant difficulties of calculation
and they are not studied enough.

2. Formulation of the problem

The system of the interconnected differential equations in partial derivatives is the common mathe-
matical model of gas flow in the pipeline in the isothermal case

p (y,t o (v (y,t oh(y,t)  Apv?(y,t) 0 ,t
p(y )+ap_ v* (y,1) + g (w,1) , A" (y:t) | O(pv(y:t) _
Olpv(y.t)  Lop(y:t) _
oy 2 Ot ’
(© 2016 Lviv Polytechnic National University 199
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200 Pyanylo Ya., Sobko V.

where w = pv is the mass gas consumption (gas velocity); A is the sound velocity in gas; « is the
Coriolis coefficient; p, v, p are the density, the gas velocity and the gas pressure accordingly; A is the
hydraulic resistance coefficient; D is the diameter of the pipeline; g is gravity acceleration; h is the
relative height of the pipeline location; ¢ > 0 is time; y € [0,{] is the line coordinate, [ is the length of
the pipeline.

In practice, the limiting conditions are formulated on the input and output of compressor stations.
As usual, the stationary pressure distribution is the initial state at the beginning of the non-stationary
process. Therefore, the problem of mathematical physics in this case is as follows.

One can find the solution of the system (1) in accordance to the initial stationary pressure distri-

bution
p(.0) = 53— 0L (22, 2
and limiting conditions on volumetric gas consumption
go (t) = qon + (90 — gon) €~ (3)
@ (t) = qin + (¢ — qn) e, (4)

stand on inputs and outputs of the pipeline correspondingly.

In this case pg is the value of pressure on the pipeline start; ps, gs are the values of density and
volumetric consumption in standard conditions, s = T7D?/4; qg, qo, are the volumetric gas consump-
tions at the initial and new states of gas flow and the parameter g, which characterizes velocity of
transition from one state into other on the pipeline start; q;, g, 7; are the the similar parameters at
the pipeline end. In the case of transition to mass velocity the limiting conditions are the following [9]:

w=w(0.0) =" 1), w=wlt)="a). (5)

3. Linearization of the output nonlinear system

The linearised variant of the system (1) [9] has the form

Ip (y,1) Ow (y,1)  Ow(y,t)
Ao Dy + 4 Dy + N
Ow (y,1) 1 0p(y,t)

oy 2 ot

+ AQW (y7 t) + A3p (y7 t) = _A47

=0.

where

ap =p1 (L+ fp1) —bpp1, co =1—avipoToby/ (poT), €1 =ave, a,=uvi+ o,
1 T, Sh \a
b= o= g w), a—ah/@D) a= 20, (654 55).

 poT P \"6y 2D
_ Ty, [ Oh | Ady
~ poT 7

C4

géy + 2D>’ p € [p1,p2],
p1 and ps stand for the limits of pressure change, v is the average volume of gas flow in the pipeline,
which is accepted as known, v; and vy are the limits of change of gas flow velocity. For calculation of
the coefficient of pressure z, which describes difference of the real gas from the ideal gas, one can use the
empirical formula z = 1/ (1 + fp), where p is measured in atmospheres, and f = (24 — 0.21¢°C)- 1074,
t°C is the temperature of gas Celcius; R is the gas constant.

We can note that initial distribution of pressure (2) is obtained in the stationary case from the
nonlinear system of differential equations. Therefore, it is necessary to have its parametrical image in
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the stationary case for finding the correct solution of the system (6). Thus, the problem of mathe-
matical physics is as follows: to find the solution of the system (6) according to the initial (2) and the
boundary (5) conditions.

4. Analytical-approximate solution

We will consider the horizontal pipelines without taking into account the Coriolis force at the constant
value of the pressure coefficient, that is a = 0 and ¢y = 1, ¢; = 0, ¢o = 0 correspondingly. Then we
write the system (6) in the form

op(y,t)  Ow(y,t) L

7
0w (y,t)  1Op(y.t) _ ™
oy 2 Ot ’

Since the length of the pipeline is [, that is 0 < y < [, and functions which help us to solve this
problem are considered on an interval [—1, 1], then we change

y= Lol w<y,t>=w<@,t>=w<x,t>, p(y,n:p(@,t):f?(m,t% ®)

Using the formulas (8), we write the system (7) and the conditions (2), (5) in the form

OP (z,t) n OW (z,t)

—A AsP (z,t) = —A
7Aoo 5 T AP (z1) 4, ©)
20W (z,t) | 10P (1) _0
I Ox 2 o 7
A2RT [psqs\21(z+1)
— 2
P(x,o>—\/po o () (10)
Wo=W(-Lt) =20 (), W=t =Lq. (1)
We can obtain the following from the system (9) and conditions (10), (11)
42 OW? (x,t)  O*W (x,t)  2c>A3 OW (x,t)
T e 1 o (12)
Even if
W (z,t) =V (x)e’*G (1), (13)

where f is the unknown parameter, which will be determined in the result of solving; V' (x) are basis
functions, which have the right ratios

d2 41 n+i Tin z
Vit V@ | Teenmg oy i1,
dx? P AP n+1+7
(DI ()i
PV @) _ (2 r BV @)
> = — + = 1 4HT
g 3 ,;xgk N T D) )T @),

3

PVitys (2) n+1 A Vo) | 1
- = 0 n T (= Dnn+2)(n+3) T, (),
dx? P )\% L N 15 *
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where VTffll( ) =T, o (@), Vio(x) = T, (z), i = 0 for even values i, and i = 1 for uneven
values i. T,41 = Thy1(z) and Th49 = Thyo (z) are the Chebyshev polynomials of degree n + 1

T T

and n +2, AP, i = 1,...,n are the eigenvalues of the integral operator {°L = 7{° [ [, UQQZS =
—1-1

cgé:llfgj,l (z) are the eigenvalues of this operator, Tj () is modified

e

Il
—

S Lo~ .
> 3Ty (x), Uy (2) =
J=1 J
_ S . _ S .
Chebyshev polinomials, U3 (z) = Y E%-ng (x), U a) =3 Egz-:lngj_l (x) are the eigenvalues of
: =

this turned operator,

621 C%Z 11
2s _ 2s 2s s—
)= e i@ty 2 W T e s )

_2i—1
C%Zs =2 (z) = Coe_1

723 -
4(25 —1)(2s)’

T2; ($):ma T2i—1

the biorthogonal functions

x . z o i—(—1)¢
—i—(=1) I
vt (w):/U;iZH(Z. V(@) day, VI (2) \/1—902/ 21\%@_ )dxl, i=1,..,n/2,
—

el
1 - -
NP VI () VI ()
‘ V1—22

de,i=1,....,n

are the standard of biorthogonal functions [10, 11].
Let us substitute (13) into the equation (12) and obtain

8c? 2¢% A 4c? 2¢% A
Cvrwan+ (e ) wen+ (ren-cio+ A6 0) v -o
Thence, 8 = —l%”.
As follows we obtain
4c? c2A
TV @6 0 - (SR04 6h0) V@ o (1)
The product V (x) G (t) one can find in the form
n+2 -
=D V" (@) Gi(1). (15)
i=1
Then,
n+2
G// Z Vn+zG//
PV () PVt (x) PV (2)
Vie (@) G (t) = ; gz Gil)+ TGWH (t) + — 5 Gni2(t). (16)
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From the boundary conditions (11), considering that V; (—1) = V; (1) = 0, we have

ETW (Lt) + e TW (1 D e, eCEW (Lt) — e W (=1,1)

2 (n +1)? 2(n+2) =Gnt1(t). (17)

Expressions (15), (16) we substitute into the equation (14) and obtain the following

PVt (x) PV (2)

de Gni1 (8) + — 5 Gnta (ﬂ)

42 n d2Vn+g
2 ($ 20,
=1

2 dx?

2A3 n+2 n+2

ZV ZV )G (1) =0. (18)

V Vi(z)

The equation (18) we multiply by =5 i =1,...,n and integrate in accordance to x within from

—1 to 1. If using equations (17) one w111 receive the system from n of the equations of the kind

4c 1 2 A2
G/2/z z()+<l2 A\ + 43>G2i—i(t)

2i—1+14
62 ™ 53i71+l 1 leg z les
-5 = [eTW(l,t)—i—(—l)le_TW(—l,t) =1,k 2k=mn, (19)

2i—141 = 2i—i

where i = 0 — for even functions, and i = 1 — for uneven functions.
The system (19) is made from n of non-homogeneous linear equations of the second order with
the constant coefficients. The solutions of the characteristic equations will be the numbers kjfg b=
2 A2
:I:\/‘ll’;2 o L4 fS. Since,

2i—1+14

g0 (t) = qon + (g0 — qon) e,
a (t) = qn + (@ — qn) e,

then

leg 7 ,lLS

et W (L,t)+ (=1)'e +W(-1,t)

p leg leg - leg B ey
S (ql”e T (@ —@n) e T+ (1) (qone T+ (g0 — qon) €701 >> '

Therefore, the following functions will be the solutions of the equations of the system (19)

Leg t— g tes _leg
Gy (t) = Ag; 50 4 By, ;e 7° T4 By e " T 4+ Dy je T, (20)
where
621 1+4 1 2 ’22 1+i 1
11 p ¢ m Tigl
anl2 4 /\l" N T?S(qo—qm)—g—;/\’n Ny -
A o 2i—141 2i—1 B o 1 7 2i—141 2i—1
2i—i > 242 2i—i (_ ) > 242 )
4c 1 4 Cc° Az ,_Y 4 4c 1 4 c
5 72
12 A5, 143 4 0 l )x" 147 4
2i— 147 2i—1+1
Ps Arfiy 1 Psy AmSiyr 1
(@ — qn) &= i NI S g W
12 4 - 12 4 ) -
E o 147 2i—1 D o 1 2 2i—141  2i—1
2i—i — > a2 1 @M 2i—i = (—1) TEREERE
TN 147 4 RS 4
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Thus, we found solutions of the system (9) on the intervalr € [—1, 1], namely
leg n+t2 =
W(z,t)=e 1) V" (2)Gi(1),
2¢2 Z:ll w2 lc /
3y 3 v rnti
P(x,t)——Te i Z<—ZV (m)—l—Ui >/G ydt + P (z,0),
=1 0
where Uy, (2) = T/, (2), Uyt (x) = T4 ().
If one can return to the variable y in obtained solutions, it is possible to obtain the solutions of the
system (7)
lcg 21/ 1 nt2
o) = TS )60,
22 ey 21 2 lc (1) /
. _leg 2yt 3 + n—i—(—1)" ]
bt = 2o Y (——Vf WU W) [0 o)
0

5. Approximate solution

We will find the product V (z) G (¢) in the form

n+2 - oo
V(@) G(t)=) V"™ (2) ) aiL; (1)
i=1 j=0
where L; (t) are Laggerr polynomials.
If s — o0, then
d2vn+z S dQVTz’H—l s T
Vx/; (x) G (1) = Z Z ¢ L +1 Z In+1,5L +2
i=1
n+2 S J
V(@) Ght) =Y Vi (@)Y ey G+1—k) L (1)
i=1 7=0 k=0
From the boundary conditions (11), considering that V; (—1) = V; (1) = 0 [10, 11],
W(1,t) +e W : W(l,t)— e LW
e 4 e 4
= anraiL; (1)
2(n+1)° < 2(n+2)°

(21)
Z Int2,5L
(22)
we have
= 1L (1)
§=0
(23)

If we multiply the latter two equations by e *L; () and integrate with respect to ¢ from 0 to oo we

can find the unknown coefficients g¢p41,5, 42,5, J = 1,...
(22), (23) into the equation (14) and obtain

,s for (21). We substitute the expressions

() =0. (24)

462 d2vn+z S d2VT:z+1 ] dsz:L (.%') s
N Z Z qij L +1 Z Gni14L T;; > GniasL; (t)
=1 =0
A2 n+2 S n+2 s j
= Zv D) L () =Y Vi(@)Y qijr2d (G +1—k) L
Jj=0 i=1 j=0 k=0
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The equation (24) is multiplied by \y%e_tlzj (t),i=1,...,n, j = 1,...,s and integrated with
respect to t from 0 to oo and with respect to  from —1 to 1. We obtain ¢ = n of the systems, each
of them contains j = s of equations and j = s of the unknowns, from which we can find the rest of
unknown coefficients ¢; ;, ¢ = 1,...,n, j = 1,...,s for (21). Thus, we have found the solution of the
system (9) on the interval x € [—1, 1], namely

n+2 s
——3 ot
W (z, i Z @) Yl (1)
-1 =0
2c% ez, w2 ey i n—i—(-1)!
Plat)=—Ze a7} (-7 W @+U7 5 qu ~ Lin (O] + P(2,0),

i=1

where UJ 5 (z) = T} 5 (), Ur?+11 (x) =T, 4 (x). We return to the variable y in the obtained solutions
and get the solutions of the system (7)

n+2 s
_leg 2y—1
wyt)=e T T ZV"H( ) D aqisL; (1),
i=1 j=0
22 e 2t On lC3 7
p(yt)=——e 17 -V )+Ul “ 1)1 qu —Lj1 ()] +p(y,0).
=1

The results of the solution of the system of equations (7) for [ = 100000m, A = 0.01, z = 0.908,
R = 500Joul/(kg-K), D = 1.4m, T = 300K, qo = 894m?/s, qo, = 993m?/s, q; = 894m?/s, ¢, =
993m3 /s, pg = 7T0atm, p; = 58.4atm, p, = pg = 0.682kg/m>, v; = 6m/s, vy = 12m/s, vy = 0.00069,
v = 0.00075, ¢ = 500m/s, Az = 5000 m, At = 420s.

Table 1. Value of mass consumption for the pipeline with length = 100000 m at different values of time ¢ and
the coordinate y; for analytical-approximate solution of the problem from the Item 4 and the coordinate y5 for
approximate solution of the task from the Item 5 at n = 10, the value ¢ is indicated in seconds in Table.

Y
t 10000 30000 60000 90000

Y1 Y2 Y1 Y2 Y1 Y2 ! Y2

420 | 407.22 | 407.22 | 407.42 | 407.42 | 407.68 | 407.68 | 407.87 | 407.87
1260 | 421.70 | 421.70 | 421.99 | 421.99 | 422.40 | 422.40 | 422.77 | 422.77
2100 | 429.77 | 429.77 | 430.02 | 430.02 | 430.39 | 430.39 | 430.74 | 430.74
2940 | 434.26 | 434.26 | 434.46 | 434.46 | 434.74 | 434.74 | 435.01 | 435.01
3780 | 436.77 | 436.77 | 436.91 | 436.91 | 437.10 | 437.10 | 437.30 | 437.30
4620 | 438.17 | 438.17 | 438.26 | 438.26 | 438.39 | 438.39 | 438.52 | 438.52
5460 | 438.95 | 438.95 | 439.01 | 439.01 | 439.09 | 439.09 | 439.18 | 439.18
6300 | 439.38 | 439.38 | 439.42 | 439.42 | 439.47 | 439.47 | 439.53 | 439.53
7140 | 439.63 | 439.63 | 439.65 | 439.65 | 439.68 | 439.68 | 439.72 | 439.71
7980 | 439.76 | 439.76 | 439.78 | 439.77 | 439.80 | 439.79 | 439.82 | 439.81
8820 | 439.84 | 439.81 | 439.85 | 439.80 | 439.86 | 439.79 | 439.87 | 439.78
9660 | 439.88 | 439.70 | 439.89 | 439.60 | 439.89 | 439.43 | 439.90 | 439.26
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Table 2. Value of pressure for the pipeline with length [ = 100000 m at different values of time ¢ and the
coordinate y; for analytical-approximate solution of the problem from the Item 4 and the coordinate y5 for
approximate solution of the task from the Item 5 at n = 10, the value ¢ is indicated in seconds in Table.

Y
t 10000 30000 60000 90000

Y1 Y2 Y1 Y2 Y1 Y2 Y1 Y2

420 | 68.92 | 68.92 | 66.73 | 66.73 | 63.31 | 63.31 | 59.68 | 59.68
1260 | 68.89 | 68.89 | 66.71 | 66.71 | 63.28 | 63.28 | 59.66 | 59.66
2100 | 68.86 | 68.86 | 66.68 | 66.68 | 63.26 | 63.26 | 59.64 | 59.64
2940 | 68.84 | 68.84 | 66.65 | 66.65 | 63.23 | 63.23 | 59.62 | 59.62
3780 | 68.82 | 68.82 | 66.64 | 66.64 | 63.22 | 63.22 | 59.60 | 59.60
4620 | 68.81 | 68.81 | 66.63 | 66.63 | 63.21 | 63.21 | 59.59 | 59.59
5460 | 68.80 | 68.80 | 66.62 | 66.62 | 63.20 | 63.20 | 59.58 | 59.58
6300 | 68.80 | 68.80 | 66.61 | 66.61 | 63.19 | 63.19 | 59.58 | 59.58
7140 | 68.80 | 68.79 | 66.61 | 66.61 | 63.19 | 63.19 | 59.58 | 59.58
7980 | 68.79 | 68.78 | 66.61 | 66.61 | 63.19 | 63.19 | 59.57 | 59.58
8820 | 68.79 | 68.77 | 66.61 | 66.61 | 63.19 | 63.19 | 59.57 | 59.59
9660 | 68.79 | 68.75 | 66.61 | 66.61 | 63.19 | 63.19 | 59.57 | 59.60

6. Conclusions

The obtained results confirm effective usage of the built biorthogonal polynomials for solving problems
of the mathematical physics. Not only the number of products n of the corresponding series sum,
accuracy of calculation have an essential influence on finding of approximate solution of our problem,
but the method of the function by time. If one can find the function by time by means of the analytical
method, then we obtain analytical-approximate solution from the Item 4, which helps us to find the
solution of system (7) on the random period of time, contrary to the approximate solution from the
Item 5, which will be correct only comparable on small intervals of time ¢ < 2.5hour, where the
function concerning time is found through the approximate method.
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MeToan 3HaxoO>kKeHHSA po3nofiny TUCKY B Tpybonposoai

ITstrmo 4., Cobko B.

Llenmp mamemamuurnozo Modea08aHHA
Incmumymy npuksaoHUT NPOGAEM METAHIKU T MAMEMATNUKY
im. H. C. Ilidempueavwa HAH Yxpainu
eyn. ydaesa, 15, 79000, JIvsis, Yrpaina

VY npari Ha 6a3i o0y T0BaHUX aBTOPaMU OIOPTOrOHAIBLHUAX TOJIIHOMIB 3aIIPOIIOHOBAHO Me-
TOJ[ PO3B’sI3yBaHHA 337a9 MATEeMATHYIHO! (Di3mKM, 30KpeMa i PO3PAXYHKY HECTAIO-
HapHOIO PyXy ra3y B TpybompoBomax. Jocmimkeno crocid po3s’s3yBaHHS 3a/a9i METO-
JIOM PO3JIiJIeHHs 3MIHHUX y 0a3uci 6l0pTOroHAJIbHUX MOJIHOMIB. 3HAMIEHO aHAJITHIHO-
HabJI>KeHUi Ta HaOJIM2KEHUl PO3B’sI3KM 3aJ1adul y BUIJISIII CYMU Psiy GIOPTOrOHAJIBHUX
Ta KBa3iClleKTpaJbHUX MOJIHOMIB. I[IpoBeeHO MOPIBHSUIBHUIT aHA i3 MiXK OTPUMAHUMU
HaOJIMKEHIM Ta aHAJITHIHO-HAOIMKEHIM PO3B’si3KaMi. BUBUEHO BILUIMB mapaMmerpiB me-
TOIB, 30KPEMa MOPSIAKY YaCTKOBOI CyMH, PO3DPIHOI CITKH Ta MOXUOKNA OOYHCJICHHS HA
TOYHICTH OTPUMAHOTO PO3B’sA3Ky. PesynapraTrn 0b64umciienb M0IaH0 Y BUIIS TAO/IHIIb.

Kntouosi cnoBa: cnexkmpasvti Memodu, MaAmemamusta modeas, HECMAUIOHAPHUT PYT
203y, NMHEAPU3AULA, DIOPTNO2OHANDHT TG KEA3I0PTNO20HANOHT TLOATHOMU.
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