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The mathematical model of the gas motion in the pipelines for the case where unstable
process is described by the fractional time derivative is constructed in the paper. The
boundary value problem is formulated. The solution of the problem is founded by the
spectral method on Chebyshev-Laguerre polynomials bases with respect to the time vari-
able and Legendre polynomials with respect to the coordinate variable. The finding of
the solution eventually is reduced to the system of algebraic equations. The numerical
experiment is conducted.
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polynomials.
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1. Introduction

The evolution of theory and methods of the mathematical and computer modelling of the processes
and systems in various fields of human activity always based on the use of new ideas approaches and
methods from the area of analysis, applied and computational mathematics. Nowadays the one of
actual problems of modelling is the problem of the mathematical model accordance to the investigated
object. Dynamic systems as an modelling object are traditionally studied by the classical mathematical
analysis use, in particular, the apparatus of integro-differential equations on the ordinary and fractional
derivatives. In classical analysis these derivatives have integer order. However, it has been established
a long time ago [1-5] that a number of objects and processes behavior does not accord entirely to the
used mathematical models. It cause the necessity of the refined models development and use. It in
turn causes more and more attention to studying and using of the fractional derivatives mathematical
analysis [6-11].

Differential equations in partial fractional derivatives being the generalization of the partial deriva-
tives of integer order besides the theoretical curiosity to them also have a great practical mean-
ing [12-16]. A lot of physical processes are described by the dynamic systems in which taking into
account the process history is very important. The problem of right choice of mathematical models for
describing of investigated objects is very actual because the obtained results authenticity will depend
on this. The fractional derivatives use is one of the ways of the process memory effects counting. Their
appliance area is much wider then the appliance area of integer order derivatives whereas the latter are
their partial case. In mathematical terms the investigation of natural processes mathematical models
using fractional derivatives is reduced to the solving of convolution type integro-differential equations.
It’s known that the such equations are easily solved using the integral Laplace transform, which con-
verts the integral convolution to multiplication of the kernel images and desired solution of integral
equation [1,2,15,16]. The orthogonal separation use gives a significant effect for such problems.

(© 2017 Lviv Polytechnic National University 87
CMM IAPMM NASU



88 Pyanylo Ya., Bratash O., Pyanylo G.

With the development of the science and technology the requirements of the modelling of various
kinds of objects and processes, in particular, the hydrocarbon transport processes, increases. The
need to construct new models and optimize existing ones are due to the fact that the objects are
constantly complicate. It leads to increasing in both technological and financial costs, in particular,
for increasing of the prices on the energy sources. So there is the need of decreasing of the energy
costs for performing of existent tasks. Along with the mathematical models adequacy the time of
their implementation is very important parameter because the relevant processes management passes
on these results basis. Despite the fact that there is a large number of both analytical and numerical
methods for mathematical physics problems solving at present, not all of them meet the requirements
of the problems.

The spectral methods are used for solving of a wide class of mathematics and mechanics problems,
in particular for solving of mathematical physics problems. Their essence is that the functions included
into the model are presented in the form of orthogonal series in accordance to the selected basis. Finding
the solution is reduced to calculating the coefficients of orthogonal series of the desired solution in this
case. Nowadays there are few papers the solutions of mathematical physics problems are found in
orthogonal series for all independent variables in which. One of the positive aspects of this approach
is that the use of orthogonal bases is well-grounded and easy to automate calculations.

The aim of the work is the spectral method construction in the bases of classical orthogonal poly-
nomials for the solving of mathematical physics problems in the presence of the fractional derivatives,
in particular, gas motion in the pipelines.

2. Formulation of the problem

Nonstationary gas motiom in horizontal pipelines is described by the system of partial differential
equations which has the form [14]

ow(z,t) N Op(x,t)

+ aw(z,t) — bp(x,t) =0,

Ox ¢z ot

here p, w is the gas pressure and the mass velocity of gas motion accordingly; t is the time; x is the
movable coordinate x € [0, L]; L is the length of pipeline; a = v1 4+ vg, b = —i(v% +v2); vy and vg are
the limits of change of gas motion velocity; c is the sound velocity in gas.

It is evident that to formulate the accordant problem of mathematical physics it is necessary to set
the initial conditions and the limiting (boundary) conditions for the gas pressure or the volumetric gas
consumption which are the desired functions. The boundary conditions for the desired functions are
set depending on known input data.

In order to take better into account of the process history let replace the time derivative % with
the fractional derivative in Riemann-Liouville terms [4,10,11,15,16]

o2 O e 1 ottt e(0)
b= ot () = T(p+1—a)d¢Htl /O (t — g)awdc’ (2)

there p is the integer part of real number.
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3. Research results

Since our system of equations containes the derivatives then y = 0 in this case. We obtain the following

system of equations
1 0 w(z, )
r(1—a)§/0 (t—C) C+—+aw—bp—0
ow 1 1 0 p(z, ()
or TETO =)ol J, G-

Let us expand the functions p(z, t) and w(z, t) which are included in the problem solution in Fourier
series by Laguerre polynomials Ly, (t) [17]

= Z P (2) Ly (1),  w(zx,t) = Z Win () Lim (1), (4)
m=0 m=0

here the coefficients p,,(z), wm(z) are determined by the integral equations

3)

d¢ = 0.

pm(x) = /000 e 'p(x, )L (t) and  wp,(x) = /OOO e tw(x, t) Ly (t). (5)
Since [17]
/0 L,(t — )Ly, (7)dT —/0 Ly (7)dT, (6)

then, if we use the formula (6) and expand the function k(t), which is the kernel of the integral
equation (2), in Fourier series by Laguerre polynomials L,,(t), we will get the equation

% i k(t —T)p(r)dr = kn Y PmLnim(t) = Y cnLn(t), (7)
n=0 m=0 n=0

there k, and p,, are Fourier-Laguerre coefficients of the functions k(t) and p(t).
If we put the functions in the form of series by Laguerre polynomials in the initial system of
equation (1) we will get the following system of equations

e cn Ln(t) + Zp;(x)Ln(t) +a Z wn () L (t) — b;]pn(x)Ln(t) =0,
Zown )Ly () 02 =) Z d(
In the latter formula

(L‘) = Z kmwn—m(x) = Z wm(x)kn—ma dn(x) = Z kmpn—m(x) = Z pm(x)kn—m
m=0 m=0 m=0 m=0

If we equate the coefficients at the same values L,,(t) from the system (8) we will obtain the following
system of ordinary differential equations for the determining of unknown coefficients

1 , - .
an(-T) + p,, () + aw,(x) — bpp(z) = 0, (9)
/ 1 1
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For n = 0 ¢o(x) = kowo(z), a do(z) = kopo(x). Thus for determining po(z) and wy(z) we have the
following system of ordinary differential equations

<;ko + a> wo () + po(x) — bpo(z) = 0,

(- Oi) . (10)

The solution of the latter system we will find in the form of exponential Fourier series of such type

po(@) = > poi(r) ™ w e (0,1), (11)
j=—00
there
1/ i/l
Pnj(T) = 7 /0 pj(x)e niz/l o (12)

As a result of applying of the series (11) to the system (10) we obtain the following system of
algebraic equations for the determining of the generalized spectra pg; and wo;

2 . kg
7 (po(1)(=1)7 = po(0)) + jTPOj — bpoj + Ywjwoj = 0,
2 j Jjmi (13)
7 (wo(D)(=1)? = wo(0)) + w0 + Ypipoj =0,
there
Yw0j _F(l—()é) 0 ) Yp05; = CQF(l_a)-
If we use the following notations
2 . jmi 2 . jmi
Ap0j = 77 (Po()(=1)" = po(0)) , Byoj = 7 b owoj =7 (wo()(=1) —wo(0)) , Buoj = 7
then the system (13) will look like
BpojPoj + Vw0jWoj = Cpojs
(14)
Vp0jP0j + Bu0jwoj = Qwoj-

The values of the coefficients po(0), po(1), wo(0), wo(l) are calculated by the presentation of boundary
conditions in series by Laguerre polynomials.

oo oo
po(@) = / etp(w. ) Lo(t) dt,  wo(z) = / ez, ) Lo (t) dt. (15)
0 0
The unknown values pg; and wp; of the system (14) are calculated by the formulas

Apoi ALoj
POjZALOOj, Woj = Au:)(;], (16)

where Agj = B0 8w — Yw0i V055 Dpoj = Ap0jBu0j — Vew0j Qwoss Dwoj = ap0jVp0j — Bpojwoj -
Then

po() = > poe T . (17)

j=—o00
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The formulas for the determining of the coefficients p,; and w,; for the arbitrary values n are

obtained similarly
_ By _ Bunj

Dnj = » Wnj = ’
Anj Anj
where Ayj = BpnjBunj — YonjVons

B ’y
Almj = apnjﬁwnj - awnj’)’wnj F( an Z k; iWn—iq + wn] Z kzpn s

Y, B
Aumj = QpnjVpnj — awnj/@pnj Lo Z kiwn—i + 2F o Z kipn—i-

1—a

If the coefficients p,; and wy; are found then the functions p,(x) and w,(x) are calculated by the
formulas of the type (11) and the values of desired solutions are calculated by the formulas:

D= > pin(m) "™ Ly(1), (18)

n=0 j=—o0

=3 3w L), (19)

n=0j=—o0

The numerical values of the coefficients ¢, (z) and d,,(z) depend on the coefficients of the expansion
of the integral equation kernel k() = ¢t~ in series by Laguerre polynomials which look like

F'm+a)T'(1-a)

Fm = T(m+1) T (a)

If m — oo, then

Fm+a)l'(1-a) TI'(l-a)
L(m+1) T(a) ~ T(a)
In practical problems the fractional derivative parameter « is almost equal to one. Therefore the
coefficients k,, will slowly approximate to zero. It, in turn, will lead to slow series (18) and (19)
convergence. In this regard, it is expedient to use Chebyshev-Laguerre polynomials Lé(t) to find
the solution of the formulated problem, there A > —1 is the arbitrary parameter, and for functions

a—1

ky =

approximation to use the representation of type [17]

o0

Ay f—mL;\n(t). (20)

m=0

In such representation the series coefficients will look like

o
ko = / e UL (t)k(t)dt, (21)
0
and the normalizing multiplier r,, is calculated by the formula

A+ XVmNm

o0
T = /0 e—xLi\n(x)Li\n(CC)d:c = I sFo(—m, 1,1 = M A+ 1,1 — A —m;1).
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In our case k(t) =t~ and generalized Fourier-Laguerre spectra for this function is calculated by the
formula
'm+A+a)l'(1 -«

Fm = oy DA+ a)

(22)

Then for the large values m
r (1 - 6) m)\—l—a—l'
L'(A+5)

The latter formula gives the opportunity to evaluate the impact of the free parameter A on the conver-
gence velocity of the accordant series. However, the function representation by the series of type (20)
has advantage in that the agreement of the choice of parameter A with the behavior of the function k()
accelerates the rate of the series convergence. Let us submit the functions k(¢) and p(z,t) in the form

of Fourier series by the polynomials L) (t), Ay > —1, and L?LP (t), Ap > —1, accordingly. Since [17, 18|

km ~

t |
/0 (t = L)LY (P ar = PR g (0 g A ) L ),

Then the equation

ow 1 1 0 /t p(z, )
¢ =0

or T AT =)ol Jy, t=0)e
will look like

ow N 1 1 0 i m!kp, i nlp,(z)
or  AT(1—a)ot S Dm+X e +1) = T(n+ XA +1)
|
X %B e+ + 1+ Xy + 1) At et ) —
or
ow N 1 1 i m!kp, i nlp,(z)
dr ~ AT(1—a) & T(m+A+1) Z= T(n+Af +1)
+m)!
7(nn!mﬂf) BAk+m+1Ln+ A+ 1) (n4m—+ X+ Ay + 1), M L () —

If we regroup the additions in double sum of the right part of the latter formula we will obtain the
equation

Ow 1 A )\ +A
- t k+)\p d k 17 = 0.
b e S e =
In the latter formula . .
= Z k:mpnfm(x) = Z k:nfmpm(x)
m=0 m=0

If we note the mass consumption w(x,t) as the series

L ( AsFA
t)\k+)\p n TL L kJr P t
wiw, F (n4+ A, +1 " (®),
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we will obtain the following recurrent system of ordinary differential equations relatively the unknown
coefficients wy,(x) and py, ()

n! dwp(z) 1 1
— —=———dy(x) =0. 23
F'n+ X +1) do AT(1-a) (z) (23)
A similar system is obtained from the first equation of the system (3)
1 9 [t w(z, ) Op
— =2 dl + — —bp=0.
r(1—a)at/0 (=)o le T gy Taw—br
Applying similar expansions in the latter equation, we get
n! dpy, () 1
n n —b n - 07 24
ot & T () + awp () — bpn(z) (24)

cn(z) = Z kmwn—m(z) = Z Ep—mwm ().
m=0 m=0

The systems (23) and (24) are recurrent relatively the unknown generalized spectras. If we solve them
we will find wy,(z) and p,(x) for the arbitrary values n by the spectral method described above.

4. Discussion and conclusions

The proposed approach makes it possible to construct the effective algorithm for solving of differential
equations or the systems of differential equations in the presence of the fractional time derivative. Since
the properties of orthogonal polynomials are well-studied then it allows one to do a significant amount
of calculations once and use them in subsequent cases. More, if the input data is set in a descrete form
then similar to the paper [17] the algorithm can be submitted in matrix form. The efficiency of such
approach is confirmed by the computational experiment. In Table1 the results of calculations of the
series (20) coefficients for different parameter A values are presented.

Table 1. The results of calculations of the series (20) coefficients for different parameter A values.

a=09

n kp, A\=—a —¢ kn, A = —« kn, A= —a+¢

0 4.590417 4.590417 4.590417

1 | —0.0459041725945783 0.000000 0.0459041725945783
2 | —0.0227225654343163 0.000000 0.0231816071602621
3 | —0.0150726350714298 0.000000 0.0155316767973756
4 | —0.0112667947158938 0.000000 0.0116875867900251
5 | —0.00899090218328323 | 0.000000 | 0.00937344460560015
6 | —0.00747743364909722 | 0.000000 | 0.00782682624567612
7 | —0.00639854679401319 | 0.000000 0.0067198893909305
8 | —0.00559073026126903 | 0.000000 | 0.00588830307880285
9 | —0.00496332608750439 | 0.000000 | 0.00524058974013454
10 | —0.00446203015266645 | 0.000000 | 0.00472177135586122

From the results obtained it follows that if A = —« then the coefficients of function k(t) =t~ are

equal to zero. That is for such a choice of the parameter A\ we will have the following formulas
dn(z) = kopn(z), cn(x) = kown(x).
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However, as can be seen from the formula (22) such an approach to choosing the parameter A allows
one to eccelerate the convergence of accordant Fourier-Laguerre series.

It is necessary to notice that the summing of Fourier-Laguerre series is sensitive to parameter A
selecting. From the results obtained we can conclude that the sensitivity of Furier-Laguerre series
summing to the choice of parameter and the need of addititonal researches in summing operations of
these series are confirmed whereas Chebyshev-Laguerre polynomials have significant disadvantage is
that for the large n their behavior is following

Lﬁ(t) -0 (et/2t7(2A+1)/4n(2)\71)/4) _

This property of the polynomials considerably narrows the class of problems Chebyshev-Laguerre poly-
nomials are used in which because there are the computational difficulties during the series summing
for the large values t. In practice this problem is solved by the introduction of the scaling multiplier.
However, the change of the scaling multiplier requires redefining the problem and leads to instability
in calculation of the desired function. Therefore, the Chebyshev-Laguerre transform is generalized as
follows.

Introduce the integral transform

I = /O PVl I () F(8) i,

there n =0,1,2,..., u >0, || < 0o, ¥ # 0. Then the formula of the reverse will look like

[e.e]

0 =3 )

Choosing of free parameters p and v allows us to construct the regularizing algorithm for calculating
of Fourier-Laguerre coefficients f,, and summing of accordant orthogonal series.
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