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Abstract: The paper is concerned with methods for
the development of mathematical models intended for
electric load forecasting, as well as an alternative method
for the forecast of defined objects using discrete
macromodels, which  alows the quantative
characteristics evaluation of future electric energy
consumption to be analyzed using known previous data
obtained during the field test. There is a description of
the features of obtaining the experimental data and the
procedure of developing discrete  autonomous
macromodels based on the data, using the “black box”
approach in the form of state variables. A method for
choosing the initial variables vector and the way of its
introduction into the macromodel is developed because
of the absence of an input variables vector in the explicit
form. The expedience of applying the discrete
autonomous macromodels for short-term eectric load
forecasting is shown. The developed mactomodel of
daily power consumption of the power region served by
an electric power substation for short-term electric load
forecasting is presented, and the verification of the
obtained resultsiscarried out.
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1. Introduction

Forecasting the electric load provides main initia
information for making decisions when controlling the
power systems in the process of planning their normal
electrical modes. All eectric networks are characterized
by permanent changes in load which can have daily,
seasonal or occasional / sporadical character, in other
words they depend on manufacturing requirements and
can occur several times during a short-time period [4]
that leads to a change in the quality of energy and the
amount of its consumption over a period of time. In this
regard, there are significant problems with ensuring the
quality of electric power and the devel opment of systems
for load monitoring and forecasting.

Based on load forecasting, it is possible to calculate
the initiad and optimum modes of eectric systems,
evaluate their reliability, efficiency, quality of dectric
power, etc.

In spite of cons derableamount of works dedlicated to the
eectric load forecagting, the vast mgjority of them does not
allow us to take into account the gtructure, specific features
and technologica peculiarities of dectricd load, as well as
themultilevel structure and the rdationship between different
types of power equipment, which leads to the necessty of
developing a comprehensive approach to the solution of this
problem [1-3].

Mogt of the algorithms intended for eectric load
forecasting are a combination of a variety of statistical
procedures. There are procedures of eectric load
forecasting where separation to the basic component and
the component responsible for load changesis needed. In
addition, the methods where change in the electric load
is considered as arandom process can be used. However,
adequate simulation is complicated due to nonlinear and
complex relationships between loads(, factors which it
depends on, and random influences. The fact that
existing forecast procedures may not work with noise
and incomplete data is aso important, while the data
available for simulation has exactly the same character.
However, the electric load forecasting is based on taking
into account certain known properties of the process. As
it was noted, changes in the power system loading can
have occasional, prababilistic character. The natura
changes in the load and influence of stochastic factors
lead to the absence of the strict periodicity in the load
charts. Therefore, usage of some methods is the cause of
the appearance of considerable errorsin the estimation of
the forecasted values, and the other methods due to the
complicated mathematical apparatus have not been used
widely for the solution of practical tasks of eectric
power engineering. Effectiveness of the available
approaches can be verified in the way of estimating the
least forecasting tolerance (accuracy), working ability of
the algorithm under condition of insufficient information
and itsrobustness.

Therefore, the development of new approaches,
methods and algorithms for prediction of energy
consumption, which would take into account the data of
different kind and could consider inaccurate or
incomplete data, is a relevant scientific and applied
problem.
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2. Modelsintended for electric load forecasting

Load forecasting can be categorized into three
main trends [7]:

1) long-term forecasting, used to predict the
system state for decades;

2) medium-term forecasting, used to predict
weekly, monthly and yearly peak loads up to ten years
ahead;

3) short-term forecasting which is used to predict
loads for one day up to a week ahead.

Load forecasting models

}

Time series models

Multiplicative
autoregressive

Threshold
autoregressive models
with Kalman filters

Dynamic linear and
nonlinear

}

Cause-effect models

Box-Jenkins transfer
functions

Non-parametric
regression

Neural networks and
fuzzy logic

Optimization

Fig. 1. Classification of models used for electric load forecasting.

The developed mathematical model for the load
forecasting should represent in adeguate mathematical
form interrelations between energy consumption and
factors influencing them (time, weather, economical
factors, etc), thereforeit isimportant to make a proper
choice of suitable mathematical technique depending
on the forecasting period.

Depending on the applied mathematical apparatus
applied, models of electric load forecasting can
represent and in the long term predict electric power
consumption as a deterministic process or a process
with a probabilistic character of electric power
consumption. Therefore, mathematical methods can
be divided into three groups. methods of analytical
forecasting, methods of probabilistic forecasting and
methods of statistical classification [2]

A geneal dructural classfication diagram of the
modds intended for solving thistask is presented in Fig. 1.

Among the models devel oped for the e ectric load
forecasting, the most widely used ones are:

1) Autoregressive models are time series models, in
which the value of time series at some time moment is
linearly dependent on the previous values of the same

series. The autoregressive process of the order p can be
defined in the following way:

Xe=C+a 8%, +e . M
i=1

where &,..,a, ae the parameters of the models

(coefficients of autoregression), ¢ is some constant of
the process (intended for simplification of the calculation
process, frequently the value of this congtant is
considered equal to zero), and e, isthe white noise.

Using the autoregressive modds makes it possible to
smulate seasona factors, and, in this case, the number of
coefficients of the modd will correspond to the number of
cydically changeable factors that are taken into account.

For the load to be forecasted, it is expedient to use
the following form of an autoregressive modd:

L(t,d) = 541 a Ly (t,d), 2
k=1

where &, are the linear weighted coefficients, which
ensure the optimal combination of four separate
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forecasts, L4(t,d) istheforecast L(t,d) on the basis of

the first-order autoregressve mode with one- hour
delay, L,(t,d),L3(t,d),L(t,d) ae the same
coefficients with a one-day, -week and —year’'s delay,
respectively. The root-mean sguare errors of daily
forecast [1, 2] do not exceed 4 %.

2) Generalized exponential smoothing which can be used
for forecasting atota hourly load in the form of:

Lt)y=a f()+e(), (3)

r
where aTis the exponentialy transposed vector of
smoothed weights, L%(t) is the vector of smoothing

functions. Smoothing functions are coefficients of the
Fourier series for a period of one week.

3) Neural networks and fuzzy logic. A method
based on fuzzy logic and neural networks (fuzzy
neural networks) is one of the new approaches used to
solve the problem of forecasting. The method involves
usage of prior information, allows new information to
be used for the model development, and the properties
of the process modelled to be taken into consideration.
This method can use previously known information,
lends itself to training, and obvious to a researcher.
The main eement of a neura network is an artificial
neuron, which is a mathematical model of biological
nervous cell. An artificial neural network is a set of
united and interacting artificia neurons whose
operability should be ensured by the procedure of
their training. Neura networks are able to detect
complex dependencies between the input and output
data and make a generalization of existing, but latent
properties and relationships. This implies that a
trained neura network is able to forecast the future
value of a particular sequence based on several
previous values or important factors existing at the
given moment [3]. This approach to applying the
neural networks to the forecasting of electric load
does not lose its robustness under the condition of
incomplete input information, but requires significant
time for their training. Applying the systems with
fuzzy logic, i.e. a set of arbitrary nature elements
combination that does not determine clearly their
belonging to a certain set, alows us to eliminate the
disadvantages of artificial neural networks. Modelling
of the energy consumption using fuzzy sets is
expedient in the case of studying a too complex
technical system or process, as well as in the case of
inability to adequately interpret prior information
leading to impossibility of applying the accepted
guantitative methods.
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3. Essence of an alternative forecaging procedure
based on the macr omodelling appr oach

The development of a mathematical model for
energy consumption forecasting takes several stages
(Fig. 2). The first stage of the forecasting procedure
involves registration, collection, storage and processing
of data concerning some real object under research. Data
registration is conducted using modern Supervisory
Control and Data Acquisition (SCADA) systems, which
provide their fixation and storage for a long period of
time The SCADA systems or equivalent automated
systems of electric power technica record keeping,
which provide quick collection of information and
accounting of electrical energy, have been introduced
into all power transmission and power supply enterprises
of Ukraine.

Data registration using SCADA
systems

|

Data preprocessing and analysis
using Delphi technique

l

Choice of the mathematical model
form

l

Identification and improvement of the
model parameters

l

Testing of the model obtained

b

Verification of the results obtained.
Are the results satisfactory?

l |

No Yes

l—l

Practical usage of the developed load
forecasting model

Fig. 2. Algorithm of developing e ectric
load forecasting models.

As a tool intended for monitoring of the power
system states, the SCADA complexes allow the data
between communication devices and the object to be
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exchanged, and processed in real time. Besides, they
ensure keeping the database of technological
information and provide emergency messages in an
emergency case. From the perspective of data's
being used for further mathematical modelling of
states or parameters of the electric power systems,
such complexes are able to generate reports on the
data stored and the progress of technological
process, as well as transfer the data and provide
connection with external mathematical or special
program software — data arrays editors. Data
preprocessing involves selection of the period of
time for which the forecasting should be carried out,
and the period of time for further data verification,
as well as its filtering in the case of a considerable
amount for the purpose of selecting the model form
and simplification of forecasting (Fig. 2). Due to the
necessity of analogue signals discretization with the
purpose of their registration, computer processing
and storage in the form of data arrays, and the
necessity of using the available experimental data in
the form suitable for the user, it is necessary to
develop or use the corresponding mathematical
computer science theory.

Therefore, when it is required to select the proper
form of mathematical model for the eectric load
forecasting, mathematical modelling based on discrete
autonomous mathematical macromodels using the "black
box" technique can become an dternative approach to
the solution of this task. The method of mathematical
macromodelling is based on the registered characteristics
of electric power consumption and representation of its
interrelation with the structure of the object under
research using homogeneous differential or finite-
difference equationsin the following form [8]:

b VY 0

(5)

where X isthe state variables vector, )'/ is the vector

of output variables; %(% 6(% are some vector-

functions.

As the vector of input variables is absent in explicit
form when developing a macromodel, let us consider a
case when the initial value of the state variables of the

modelled object is not equa to zero. The mathematical
macromodel will be described mathematically in the
form of the following equation:
kD) — 1) 4 ()r((k) \r,(k))
‘ o, (6)

-TI- I'(k+1)

y - C)r((k+1)

where F, C are some matrices, and F ()E(k),\y(k)) is the

non-linear function of vectors x and V.
The initial state of the object modelled is
described by a zero discrete of the state variables

vector >r<(0). In this case all components of this

vector should be added to the array of unknown

coefficientsll. It should be noted that it is

impossible to include the vector >r<(0) into the set of
the model parameters because each dynamic process
will have its own independent value of the vector

XO  For this fact to be taken into account, it is
expedient to divide a vector of unknown coefficients
1

| into two parts. The first part contains coefficients
equal for all processes, the second part contains an

independent set of elements of vector XO for every
process that leads to an increase in unknown quantity
of coefficients and complication of the optimization
task. Provided the suggested macromodel is used,
there is a problem of how to define a zero discrete of
the vector x because the components of this vector
cannot be measured directly during the natural
experiment and should be defined via some element
values of the output variables vector)'/. In general

case, it means that it is necessary to find some linear

or nonlinear dependence of the vector XO on the
experimentally measured values of the vector;'/. In
particular, while solving the forecasting tasks, this
dependence can be developed as a function of
several first discretes of output variables:

10 2 f(30, 52 10, @
where | isthe number of discretes used for searching a
zero discrete of the vector X.

Optimization is a universal approach [9], which
can be used for solution of different tasks while
analyzing different mathematical forms; therefore, it
can be applied to find additional mathematical
dependendencis (4). In fact, it means that e ements of

the vector >r<(0) added to the set of unknown
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coefficients II should be replaced with the coefficients
of equation (7), i.e. this equation should be introduced
into the macromodd to be developed. If the model has
aform of (6), we shall obtain:

(8)

Thus, taking into account the registration features of
initial experimental data and the choice of mathematical
apparatus used to develope a modd of energy
consumption, the procedure of developing and
verification of an autonomous macromodel of the object
under research can be carried out in Six stages:

1) Registration of operating characteristics of
modes and processes using the SCADA systems, their
systematization and storage;

2) Choosing a st of experimental data and a form
of the required model, written down using unknown
coefficients, that will unsure an accurate description of
the modelled object;

3) Choosing independent initial conditions and
developing a linear macromodd by the optimization of
its coefficients;

4) Addition of a nonlinear function of special form
to alinear macromodd!;
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5) Final  optimization  of
macromodel  where all
optimization procedure;

6) Verification of the resulting nonlinear
macromodel either as a response to signa data sets,
which were used for its development or on an
independent set of the experimental data.

At intermediate sages of the macromode deve opment,
it is possble to contral its accuracy, whereas with general
development of the load forecagting models of different type,
the accuracy of the received modd is known only when the
process of its devdopment has been compleed. The
optimization gpproach dlows a reduction of the error by
adding information that was not contained in the data array
used to develop the arigina macromodd.

the developed
the coefficients are under

4. An example of developing a mathematical
macromodel for short-term forecasting

Development of discrete macromodels for the load
forecasting is a very comfortable approach to the
development of mathematica models intended for short-
term prediction because it does not require a prolonged
storage of statistical data. In order to verify the
efficiency of the approach proposed, we developed a
macromodel of daily load forecasting of the power
region served by the eectric power substation PS
Yavoriv-330 kV. To develop an autonomous
macromodedl of this object, we used the experimental
data of 2016. The data of daily power consumption for
two weeks of January 2016 isshown in Fig. 3.
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Fig. 3. Daily eectric power consumption of substation PS Yavoriv-330, January 2016.
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A discrete macromodel for short-term forecasting of
this object is developed in the form of the relationship
bel ow:

§(i+1) — C)E(Hl) ) ©)

To develop the macromodd, the data of daily power
consumption during a one-month’s period was used. The
initial values of the state variables were defined as a
linear dependence on the level of eectric power
consumption in arbitrary selected periods of time,
namely at 11, 16 and 20 o'clock. Hence, relation (7) in
our case will be written down as:

r 11 9
X0 =8y 7. (10)
Y20 &

The optimization conducted, as it was expected,
found out that accuracy with which the substation under
research can be modelled depends on the dimensions of
the state variables vector. In particular, for the four-
dimensional state variables vector, we succeeded in
obtaining an adequate macromodel.

For perception convenience, the coefficients of the
macromodel obtained are written down in banded form. So,
we can seethat coefficients of thematricesare asfollows:

a) matrix F:

F =[1.087, -0.334, 0.378, -0.402, 0.135, 1.065, 0.303,
-0.034, -0.162, 0.180, 0.937, 0.328, 0.399, 0.234, 0.709,

1.062];
b) matrix C

C =[-0.656, 0.397, 0.036, -0.472];
C) matrix S

S =[-0.130, 0. -0.649, 0.344, 0.082, 0.083, 0.504, 0.206,
-0.342, -0.099, -0.307, -0.069];

Response  of the developed mathematica
macromodel to the input data during two arbitrary
selected days from the monthly data array of January
2016 used for its development is shown in Fig. 4 (a, b),
where curve (1) is a chat of the daly power
consumption used for the macromode design, curve
(2) —isaresponse of the devel oped macromodd.

The verification of the obtained autonomous
macromodel was carried out using an independent set of
data. For this purpose, the results of electric power
consumption during February 2016 were used.

The verification results for the arbitrary selected
day from the monthly data array of February 2016
are shown in Fig. 5, where curve (1) is a chart of
independent daily power consumption not used for

the macromodel design, curve (2) — is a response of
the designed macromodel.
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Fig. 4. Input data and respond of the load forecasting
macromode!, January 2016.
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Fig. 5. Input data used for verification of aload forecasting
macromodel, February 2016.
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4. Conclusions

Based on the derived results, it is possible to make a
conclusion that the presented approach of autonomous
macromodelling can be wused for deveoping
mathematical models intended for the forecasting of
electric power consumption with sufficiently high level
of adequacy. The proposed approach allows us to
develop deterministic mathematical models of power
consumption and avoid both the procedure of filtration
of astronomic and random factors inherent to the models
of other types and the necessity to describe dynamic
processes by static models.
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MAKPOMO/JEJIOBAHHA SIK 3ACIb
KOPOTKOTEPMIHOBOI'O
IMPOI'HO3YBAHHSA
EHEPI'OCIIO’)KUBAHHA OF’ €EKTIB
EJIEKTPOEHEPTETUYHUX CUCTEM

Okxkcana ["oromrok, FOpiit Ko3ak,
Tapac Hakoneunwit, [Tetpo CraxiB

PosrmsHyro Meromu TOOYIOBM  Mojeneit
CIIOKMBAHHS Ta OIMCAHO AIBTEPHATHBHUHA METOJ IPOrHO-

eHepro-

3yBaHHs €HEProCIOKUBaHHA BU3HAYCHUX 00  €KTIB 3 BUKOPHC-
TaHHJIM JUCKPETHHX MaKpOMOJEJIeH, SIKHil jae 3MOry OLiHIO-
BaTH KUIBKICHI XapaKTEPUCTHKH CIIOKHMBAHHS EIEKTPHIHOL
eHeprii y MaiOyrHbOMY, BHMKOPHCTOBYIOUM BifoMi JaHi
HATYPHOTO eKcrepuMeHTy. OnucaHo ocoOJIMBOCTI OTPUMAaHHS
mpouenypy  mo0ynoBu
JIICKPETHHX aBTOHOMHHUX MaKpoMoJenei Ha iXHifi oCHOBi y
BUIIIAAI “dopHOi ckpuHbKH® Yy (opmi
3anponoHoBaHo crocid BUOOpPY BEKTOpa MOYATKOBUX 3MiHHUX
CTaHy Ta croci0 HOro BBEAEHHS Y MakpOMOJIEb y 3B’ SI3Ky 3

CKCIICPUMCHTAJIbHUX JaHUX Ta

3MIHHHX CTaHy.

BIZICYTHICTIO BEKTOpa BXiJHUX 3MiHHHMX Yy SBHOMY BHIJISII.
OOrpyHTOBaHO  JOLIIBHICTD  3aCTOCYBAaHHS  JIUCKPETHHX
aBTOHOMHHMX  Makpomojened s
€HeprocrnokuBaHHsa. HaBeneHo oTpuMaHy MakpOMOZENb
KOHKPETHOr0 00’ €KTa SHeproCHOXKUBaHHS UIsl KOPOTKOTEPMi-

KOPOTKOTE€PMiHOBOT'O

HOBOI'O TNPOTHO3YBAaHHS EIEKTPUYHOIO HABAHTAXKCHHA Ta
BUKOHAHO BepU(}iKallit0 OTPUMaHUX PE3yJIbTaTiB.
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