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Abstract

A method for constructing the empirical models of complex processes has been developed on the basis of genetic
algorithms which, compared to the inductive method of self-organization of models, significantly reduces computer
time for their implementation. An approach has been used that allows a complex model to be considered as a
composition of three components, i.e. a linear trend, an oscillatory component with non-multiple frequencies and a
regression equation which simplifies the process of building complex models. To implement the proposed method,
algorithms and software have been developed based on a specific example of the dependence of the water level in the
river. The Dniester River weather conditions show that a model built on the basis of the proposed method describes
the behavior of complex processes with sufficient accuracy. The resulting empirical model can be used to predict the
water level depending on weather conditions.
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1. Introduction

The data obtained from the study of a number of environmental processes are usually presented in the form of
time series. In addition, time series that are associated with environmental processes often have significant seasonal or
periodic components. These components, as a rule, vary in time and in most cases are described by seasonal statistical
models [1]. It is assumed that the structure of the model is selected in a certain way and the identification task is only
to determine the parameters of such a model, which in most cases is solved using the method of least squares. It is
obvious that the accuracy of the model's correspondence with the empirical data depends on the structure of the model
itself. For example, when choosing a model in the form of a regression equation with increasing its terms, the error
determined monotonically at all experimental points decreases. As soon as the number of regression members
becomes equal to the number of experimental points, the error vanishes. In the case when the number of experimental
points is greater than the number of terms in the regression model, it is always possible to obtain an infinitely large
number of empirical models [2], that is, the method of least squares generates an infinitely large number of models
for a given numerical series. This statement is valid if only one internal criterion is used to select models.

Based on the Godel incompleteness theorem [3] the use of points of a sequence that have already been used to
find coefficients by the method of least squares is impossible in principle to find the optimal and unique model. It is
external additions that make it possible to find a single model optimal by this criterion of complexity [4].
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The choice of the structure of the model is based on the type of the process curve. Then the question of choosing
a basic function for a mathematical model arises. For example, it is recommended to use harmonic models for
oscillatory processes with non-multiple frequencies with zero mean value, and if the oscillatory process tends to grow
or fall, then a model that represents the sum of the polynomial trend and the harmonic remainder should be formed. In
the general case, the construction of empirical models is based on the condition that a function is chosen from a given
class, which in a certain sense best describes the experimental data.

To solve the problem, academician A.G. Ivakhnenko proposed a number of methods united by a common name -
an inductive method of self-organization of models which generates three structures of algorithms [5, 6]: a multi-row
algorithm for selecting the method of group accounting of arguments (GAA), a combinatorial algorithm of GAA with
a complete search of all possible models from a given polynomial and multi-row algorithm, where the coefficients of
a certain complete polynomial are equalized to zero on each selection row. The multi-row GAA algorithm contains
some intermediate quantities generated by its multi-row nature as arguments, and the GAA combinatorial algorithm
requires significant computational efforts for its implementation [7], which grow exponentially with increasing
number of arguments of the empirical model.

To reduce computational efforts and expand the field of application of empirical models for the implementation
of which combinatorial algorithms are used, a method for constructing empirical models using genetic algorithms was
proposed in studies [8, 9]. Later a similar algorithm for constructing empirical models was described in study [10].

The purpose of this work is to further improve the inductive method of constructing empirical models of
complex processes containing a harmonic component with non-multiple frequencies based on the principles of
genetic algorithms, which will make it possible to synthesize the empirical models that are optimal in complexity for
predicting, in particular, ecological processes.

2. An empirical model of a complex oscillatory process with non-multiple frequencies

In the study of complex processes the analytical description of which is not known, the researcher has observable
values of certain physical quantities characterizing such a process. These quantities form numerical sets; one of them
forms a numerical series, called the values of the output quantity, and the rest are external factors that cause the flow
of a certain physical process. The observed values of the output quantity in the form of a numerical series will be

denoted by Y,(?), and external factors will be represented in the form of a vector f(t ) with components x;(?), x»(t),
., X,(2), where n - the number of external factors.

Then a number of complex processes (for example, ecological ones) can be represented by an empirical model
containing a trend y(?), a component G(?) caused by a harmonic change of some conditions, and a residual component

?/é)? (t )) that is a function of external factors, that is,

Y(e)=¥(5(0)+ G0)+ y,(). (1

The component G(z) is modelled by the following expression [6]:

m
G(t) G(t)= 4y + Z(AJ sin(cojt)+ B; cos(cojt)), (2)
j=1
where ¢ - the timing cycle; 4y, A, B; - parameters of the harmonic series (2); w; - frequencies of harmonics of the
series (2); j = I,_m
In contrast to the harmonic Fourier series, for which w; = jw, a harmonic series with unconstrained frequencies

(w; #jw) (2) can more accurately approximate the results of observations of a physical process where the periodicity
is not observed [11].
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The trend y,(2) that characterizes the non-stationary component of the process can be described by an empirical
model in the form of a regression equation of order

where 6; are the parameters of the model.

In order for the parameters of the series (2) to be estimated from the observations of the process, it is necessary
for the condition [6], N>3m+1 to be met. The identification of model parameters (2) consists of several stages [2].

The first stage is the calculation of the balance coefficients a, based on the condition

m—1

Zap(g(i+p)+g(i—p))=g(i+m)+ g(i—m), i=m+L,N-m, ?3)

where g are the samples of the realization of the process at discrete instants of time symmetrically placed with respect
to an arbitrary point.

The balance coefficients a, are found [2] from the condition for minimizing the residual function

N-m
B= Zbl? , “4)

i=m+1

m-1 -
where b; =g(i+m)—2ap(g(i+p)+ gli-p)+gli-m), i=m+1,N-—m,
p=0
which taking into account the value of b; will take the following form:

2
N-m m—1
rrgn:J(E)z z [zi’m—Zapgi’pJ , %)

i=m+1

where @=(ay, 0, ..., t,.)" is the vector of weight coefficients; Zim = §(i + m)+ §(i - m)

Sip= g(i+ p)+g(i— p); Tis a matrix transposition symbol.

We write problem (5) in matrix-vector form

min J@)=z,-Fa)(z,-F,a), (6)
g2m+1)+3(1)
wherez = §(2m+2)+§(2) ;

2(¥)+ 2V -2n)
2g(m+1) g(m+2)+g(m) g(m+3)+g(m-1) K g(2m)+2(2)

o 28(m+2) g(m+3)+g(m+1) Z(m+4)+2(m) K g2m+1)+2(3)

" K K K K K
28(N-m) gN-m+1)+g(N-m-1) gN-m+2)+g(N-m-2) K g(N-1)+g(N-2m+1)
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In the last expression, the values g of the corresponding discrete arguments are replaced by the data &/ obtained

after subtracting the component Y,(?) from the observed values y,(z).

Expression minimization (6) leads to a normal Gaussian equation, which in matrix form will have the following
form:

F'Fa=F'z,. (7)

Solving the equation (7) by one of the numerical methods, for example, by the Gauss method with the reverse
motion [12], we determine the balance coefficients a=(ay, aj, ..., tp.1)".

In the second stage, equation
m—1

ay+ Zap COS(pCO) = COS(mCO)
p=1

for an arbitrary frequency w, which, with the help of the recurrence relation [6]

cos(p@)=2cos((p —1)w)cosw—cos((p - 2)w), p= 2m
is reduced to an algebraic equation in accordance to cosw
P,z" + P, 2" 4. .+ Bz+ Py =0, (8)

where z=cosw.

Equation (8) has m roots that unambiguously determine the frequencies w;, j=1,m.

The essence of the third stage is that, knowing the weight coefficients a,, we can write equation (8) whose

solution relatively allows one to unambiguously determine the frequencies of the harmonics w;, j =1,m series (2).

To calculate the coefficients P;, i = O,_m of equation (8), we use the following recurrent procedure [13] which

consists of the following steps:
Step 1. Initialization. Form a zero matrix 7 by dimension m x (m+1).

Step 2. Put T12:1, T21:—1.

Step 3. Compute the elements of the matrix T: 7;;=2T,.; /=T, ;, i = 3,_m, j=2,i+1.

Step 4. Put T;;=T}.,;, i =3,m.

Step 5. Calculate 7, =T, —Zjag”), i=lm-1, j=lm+1,T,,=T, —aﬁ,‘).

Step 6. Form a vector of coefficients of equation (8) P=T,,;, j=1m+1.

After the coefficients of equation (8) have been determined, the integrated roots function of the Matlab system
can be used to solve it.

3. Synthesis of a harmonic series model with non-multiple frequencies based on the principles of genetic
algorithms

Now the problem is [15] in the optimal synthesis of the harmonic series (2). There are two approaches [6] to
solving the problem. The first of these involves deleting the harmonics in various combinations from the full series
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w, j= 1,m . The second method is based on the ideas of multi-row algorithms of group accounting of arguments

(MGAA). In accordance with this method, the number of harmonics included in the model constantly increases as
long as this leads to a decrease in the selection criterion. The simplest algorithm is the sequential selection of the best
model in each row. But the algorithm is more effective when several harmonics are allocated in each row [6].

The disadvantage of the first approach to solving this problem is the need to search through a large number of
options the number of which is §,=2"-1. For example, for m=30 you need to take 1073741823 variants, which
requires considerable computer time. The second approach is characterized by the fact that as a result of the
implementation of the multi-row MGAA algorithm, it is impossible to obtain a mathematical model explicitly and
this is a significant drawback of such a method. Therefore, to remove the problem of large dimension and obtain the
model in explicit form, it is suggested to use a different approach to construct mathematical models of harmonic
processes with non-multiple frequencies based on the ideas of genetic algorithms.

The essence of this approach is as follows [15]. The whole realization of the output value of the process or
phenomenon is divided into two parts Nz and Ny in a certain proportion depending on the selection criterion [14]. For
a set of data Nj, the weighting coefficients are defined as the solution of the linear algebraic equation (7) by Gauss
elimination with the choice of the principal element [13]. The solution of equation (8) with respect to the variable z

makes it possible to find the frequencies w;, j = I,_m From known frequencies w; on a set of points N, it is necessary

to determine the parameters Ay, 4; and B; of the model (2). To do this, we form an ordered structure of length m in
which in the i-th place will be zero or one, depending on whether the frequency w; is removed from the chosen full
series or left. In the theory of genetic algorithms, such an ordered sequence is called a chromosome or an individual,
and the atomic element of a chromosome (one or zero) is a gene. A set of chromosomes forms a population. An
important concept in the theory of genetic algorithms is the function of adaptation. Minimization of this function
allows the selection from the whole population of those individuals which are the most adapted.

In the problem of synthesizing models of oscillatory processes, the adaptation function is the combined selection
criterion [4]

p=yni+B*, 9)

where nf, is the bias criterion, which is calculated by the formula [4]:

N

(gi(R)_gi(S))2
ng =4 —— ; (10
~2
8
i=l
N-—m
B= be; (11)
i=m+1

gi(R), gi(S) are the quantities whose values are computed on the set of points Ny and N, and the coefficients 4, 4; and
B; of the model (2) are found respectively on the sets Nz and Ng.

For the displacement criterion (9), the sets of values G(¢) of the length N are divided into two parts in a
proportion: Ng= Ng=0,5N.

Thus, the problem of synthesizing the model of the oscillatory process will be formed as follows: from the initial
population of chromosomes, by choosing an evolutionary selection, choose one, the chromosome which will ensure
the best value of the adaptation function (the minimum value of the selection criterion (9)).
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Formally, the algorithm of the GA method can be described as follows:
GA=(I,CP,SA,SE,NP) . (12)

The operator randomly generates an initial population of 7 individuals. The length of each chromosome from the
population is determined by the number of members of the series (2). In the formed chromosome we double the ones
and zeros. Let, for example, a chromosome Ch.= [1001011] be generated. After the doubling operation, it will take
the following form: Ch,=[11 00 00 11 00 1111]. Since the coefficient 4, is always present in model (2), we add a
single gene to the first position in the chromosome Ch,. As a result, we get Chy= [111 00 00 1100 1111]. The
necessity of the doubling operation is explained by the fact that each frequency corresponds to a pair of coefficients 4,
and B,.

The operator CP assesses the fitness of the chromosome in the population; the operator SA checks the
termination conditions of the algorithm of the GA method; the operator SE selects chromosomes; the operator NP
forms a new population of descendants from the selected chromosomes by the operator SA. After executing the
operator SE, we transit to the operator SA.

The operator tuple (12) forms an algorithm similar to the one described in [8, 11].

4. An empirical model of the remainder ¥ ()_c(t))

In general, the empirical model (1) includes three components - a trend y,(?) that can be described by a
polynomial of a degree 7, a harmonic component G(z) and a remainder ¥ (x(¢)), which is a function of external

factors x(¢).

After the results of observations of the value Y,(?) the components of the process y,(?) and G(z) are determined,
we subtract the values of y,(?) and G(¢) from the number series Y,(?). As a result, we obtain a new number series

Y (3(0)=7,()-Gle)- (o). (13)

V()= 2 a] [0 - (14)

where M is the number of terms of the polynomial; n - the number of factors that are arguments to the function

Y ()_c(t)) (size of the vector )_c(t) ); a; - are the coefficients of the polynomial; S; - the degree of arguments that must

n
satisfy the constraint ZSU <v.
j=l

The number of terms of a polynomial M is determined by the formula:

o lrn) (15)

vin!

As a result of monitoring the process, the researcher has a set of experimental values 179()?(1)) and x(¢). Then,

using the method of least squares, one can determine the parameters of the empirical model (14).
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In practice, as a rule, the structure of the model (14) is unknown, which leads to the necessity of an arbitrary
choice of both the number of functions and the form of the functions themselves in the model (14). To select the
structure of the model (14) for a given degree of polynomial v, an inductive method for self-organizing models was
suggested [6].

The implementation of the inductive method of self-organization of models is carried out in stages: the first stage
is the generation of candidate models (in a certain order of increasing complexity); the second stage is the selection of
the best model according to one of the selection criteria (regularity or minimum offset).

Of the three ways of generating candidate models [6], the combinatorial algorithm of MGAA [8] is the most
attractive one [7] since it makes it possible to obtain a model (14), in which its arguments manifest themselves
explicitly.

The disadvantage of the combinatorial algorithm is the need to search through a large number of candidate

models the number of which is 2Y-1.

To solve the problem of large dimension, which is inherent in the combinatorial algorithm, we apply the genetic
approach. As an empirical model, we will consider the polynomial (14) of degree v.

We form an ordered structure M in length in which the unit or zero will stand in the i-th place, depending on
whether the parameter a; of i =1,M model (15) is different from zero, or zero. As before, such an ordered structure
consisting of zeros and ones will be called a chromosome.

Thus, the problem of synthesizing the empirical model will be formed as follows: from the initial population of
chromosomes, by means of evolutionary selection, choose a chromosome that provides the best value of the
adaptation function (the minimum value of the selection criterion (20) or (21)). The algorithm for solving the problem
is developed and described in studies [8, 11].

5. An example of synthesis of an empirical model of a complex process based on the principles of genetic
algorithms

We apply the developed method of synthesis of mathematical models of complex processes on the principles of
genetic algorithms for constructing a mathematical model of the water level in the river Dniester, depending on
weather conditions.

The necessary information was collected (Nyzhniv village, Ivano-Frankivsk region) by monitoring the water
level and the parameters that characterize the meteorological conditions - air temperature, precipitation, average wind
speed and average daily barometric pressure. As a result of the observations, a numerical series of experimental data
containing N=160 points was obtained.

Analysis Y; of changes in water level in the Dniester river shows that there is a time trend y,(?), which is linear in
nature, and there is also a harmonic component G(?).

From the time series Y,(?) a linear trend was identified
v ()=, +6¢, (16)

where 6, 8; are the parameters of the linear trend.

The coefficients of the model (16) are determined by the method of least squares. As a result of the calculations,
the following values of the coefficients of the linear trend were obtained: §,=308.5712, ,=-0.4484.

After separating the linear trend y,(#) from the numerical series Y,(?) (Fig. 1), a new numerical series is obtained

containing the components G(z) and Y (x(¢)).

In the Matlab environment, a program for separating the harmonic component G(#) was created. The maximum
number m=30 of frequencies was chosen; the number of observation points N=160 for building a model was chosen;
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probability of crossing P.=0.9; the probability of a mutation was P,,=0. . The maximum number of coefficients of the
model (2) that were determined was 2m+1=61; 8 of which are zero.

The result of the program reproduces Fig. 1, where the "o" sign is marked with experimental data after the linear
trend y(?) is extracted from them, and "+" is the result of calculation of G(¢) according to the model (2).

Level. sm

5 T S T N R
0 20 40 60 a0 100 1200 140 160 180
t, days

Fig. 1. Harmonic component of the oscillatory process of water level change (the Dniester River).

After separating the linear trend and the harmonic component from the experimental data, a residual component
is obtained

Y (@)=, - (G()+y,().

The value Y, (x(¢)) is a function of the parameters that determine the weather conditions in the observation area.

At the same time, the water level in the river depends not only on the current amount of precipitation, but also on the
precipitation that fell out the day before [2, 16]

Y (x(0) = o(T(0). S ().l =1) S = 2)K 1 (= k) (e). pl0)). (17)

where 7(?) is an average daily air temperature, °C; f(?) is precipitation, mm / day; v(?) is average daily wind speed,
m/s; p(t) is average daily barometric pressure, mm. gt; k is time shifting.
Based on the numerical experiments, it was found that k=1,2,3. Thus, the dependence (17) will be a function of

seven variables

Y, (x(0))= (T (e) £ (o) £ le=1) £ e =2), £t =3)(e). ple)). (18)

We will consider the section of the river that is being monitored as a certain system characterized by a set of
input quantities x(¢)=(x,(¢),x,(¢).K ,x,(¢))" and an output quantity Y (x(¢)). For the case under consideration -

3 (0)=T(), %)= 1), x(0)=r=1). x = £(t=2). x5(e)=1(=3). x6()=v{t). x, ()= pl0).

The numerical series of the residual component 179()? (t)) will be approximated by the polynomial (15) of degree
v=4. The degree of the polynomial was chosen from the condition of providing a certain "freedom" of choosing the
degree v of the polynomial (14) by an algorithm for constructing mathematical models of complex processes on the
principles of genetic algorithms.

Based on the developed algorithm [7, 8], using a genetic algorithm, a program was written in the Matlab environment

for constructing a mathematical model of the residual component. The developed program allowed synthesizing a model
having 144 non-zero (from the total number M=300) and 156 zero parameters, a polynomial (14).
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It is necessary to determine the sum of the three components of the dependence (1) for each discrete time # to
learn the empirical model of the water level change of the Dniester, depending on the weather conditions.

Fig. 2 shows the results of calculations using the empirical relationship (1), where "+" denotes the computed
values for model (1), and the "o" sign indicates the experimental values of the water level in the river Dniester. It can
be seen from the graph that there are quite satisfactory coincidences between calculated and experimental data.
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Fig. 2. Dependence of the water level in the river Dniester from weather conditions.

The adequacy of the model was verified using the correlation coefficient between the actual values Y,(?) and the
values Y(?) at the output of the model (1). The calculated value of the correlation coefficient was 0.9662, which
indicates a high degree of similarities between the calculated and experimental values of the water level of the
Dniester.

The obtained empirical model (1) can be used to predict the water level depending on the weather conditions. To
implement such a forecast, a forecast of the parameters characterizing the weather conditions is necessary for a
certain depth of the forecast. For this purpose, the method of empirical models described above can be used on the
principles of genetic algorithms.

6. Conclusion

The inductive method was improved for constructing the empirical models of complex processes based on the
principles of genetic algorithms, which made it possible to obtain models of optimal complexity and simplify the
procedure for obtaining them. The case is considered when the process model can be represented as the sum of three
components, i.e. a trend in the form of a polynomial of a certain degree, a harmonic series with non-multiple
frequencies and a residual.

On the basis of the proposed method, an algorithm and corresponding software have been developed. Their
working capacity is confirmed by a test example of building an empirical model for the water level change of the
Dniester River.
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IToOGynoBa eMmnmipu4HUX MoOjJeJIeH CKJIATHUX KOJIMBAJIbHUX MPOLECIB 3
HEKPATHUMH YaCTOTH HA NMPUHIUNAX TeHETUYHHUX AJITOPUTMIB
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AHoTalia

Po3po0ieHuii MmeTon moOYI0BU EMITIPUYHUX MOJENIEH CKIAIHUX MPOIECIB HA OCHOBI TCHETUUHHUX AJITOPUTMIB,

oo A03BOJIIE, B HOpiBHHHHi 3 iHI[yKTI/IBHI/IM METOOM caMoopraHi3aui'1' MOﬂeﬂeﬁ, 3HaYHO CKOPOTUTH BHUTpATU

MallMHHOI'o 4Yacy Ha ix peani3aui}o. BI/IKopI/ICTaHI/Iﬁ Hi}IXi}I, 0 J03BOJIA€ CKIaAHY MOACIb PpO3TIdaaTu sK

KOMHO3I/IHiIO TPbhOX CKJIAJOBUX — JIHIAHOrO TpEeHAa, KOJIMBAJIbHOI CKJIQJOBOI 3 HEKpaTHUMH 4aCTOTaMH i piBHHHHH

perpecii, o CHpoIye Mpoliec MOOYIOBH CKIAIHUX Moaenel. Jlis peanizaliii 3aponoHOBaHOTO METOY PO3POOICHO

aNIrOpUTMIiYHE 1 mporpamHe 3a0e3nedyeHHs. Ha KOHKpeTHOMY TpHKIaAi 3aleXHOCTI piBHSA Boau B p. JlHicTep Bix

TIIOrOAHMUX YMOB ITOKa3aHO, M0 MOJECIIb, n06yz[013aHa Ha OCHOBI 3aIpoIIoOHOBAHOIro METOAY, 3 JOCTATHLOIO TOYHICTIO

ornucye HOBEI[iHKy CKJIaJHUX npoueciB. OTpI/IMaHa eMniquHa MOACIb MOXKE 6yTI/I BUKOpUCTaHa JJId MPOrHO3yBaHHA

PIBHS BOIH B 3aJICKHOCTI BiJl TOTOJHUX YMOB.

Kuarwuoi cioBa: CKJ'IaZ[HI/Iﬁ mporuec; eMHipI/I‘IHa MOACIIb, TeHEeTHYHHUI aJITOpUTM; CEKCIICPUMCHT, MPOrpaMHe

3a0e3IeyeHHs.



