Chebyshev approximation of the steel magnetization characteristic by the sum of a linear expression and an arctangent function
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The properties of a Chebyshev approximation by the sum of a linear expression and an arctangent function have been investigated. The condition has been established under which a Chebyshev approximation by this expression with the smallest absolute error and with the reproduction of the function value at the leftmost point exists and is unique. A method of determining the parameters of this approximation has been suggested and substantiated. The results of a Chebyshev approximation of the magnetization characteristic of electrotechnical steel by the sum of a linear expression and an arctangent function have been presented.
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1. Introduction

Approximation by the sum of a linear expression and an arctangent function is used in the modeling of ferroresonance processes according to the main magnetization curve [1]. For simulation of nonlinear inductive elements, the main magnetization curve, which passes through the vertices of hysteresis cycles, obtained during the cyclic remagnetization of the core, is most often used. This curve geometrically depicts the dependence of magnetic induction on the intensity of the magnetic field $B = f(H)$ [1,2]. In the works [1,3], the satisfactory accuracy of the approximation of the magnetization curve of nonlinear inductive elements is achieved using the sum of the linear expression and the arctangent function with three coefficients

$$B(H) = bH + c\arctan(dH),$$

(1)

where $B$ is magnetic induction, $H$ is the magnetic field strength, and $b, c, d$ are coefficients of approximation. In accordance with the results of [1,2], the model (1) provides a satisfactory approximation on all characteristic sections of the magnetization curve and involves a reproduction of the nature of the development of ferroresonance process taking into account the initial conditions. However, there is no effective method for determining the approximation (1) on the basis of experimental data [4]. For example, in [5], the coefficients of the approximation (1) for the experimental data are calculated as interpolation for the chosen three points, and to improve this approximation, they suggest adjusting it.

In this paper, for the approximation of a magnetization curve of nonlinear inductive elements, we suggest the use of a Chebyshev approximation by the sum of a linear expression and an arctangent function [6]. The choice of a Chebyshev approximation is due to the fact that it ensures the achievement of the least possible error of approximation on a given interval [7]. The quality of approximation...
of the characteristics of steel magnetization is of great importance in solving the problems of the analysis of processes in electrical engineering devices with ferromagnetic elements since very often not only quantitative but also qualitative results of solving the corresponding problems depend on methods of representing these curves [4]. Using the approximation of a magnetization characteristic by a single analytical expression on the entire interval [4], in some cases gives an opportunity to obtain an analytical solution to the problem analyzing processes in electrical engineering devices with ferromagnetic elements.

A Chebyshev approximation by the expression (1) is a partial case of the Chebyshev approximation of the sum of a linear expression and an arctangent function

\[ B_1(x) = a + bx + c \arctan(dx), \quad x \geq 0, \quad d > 0 \]  

(2)

concerning the unknown parameters \(a, b, c\) and \(d\). According to [8], a Chebyshev approximation by the expression (1) is a Chebyshev approximation by the expression (2) with the condition of reproduction at the point \(x = 0\) of the zero value of the approximate function. The expression (2) does not satisfy the Haar’s condition [9, 10], and therefore the question arises about the existence and uniqueness of a Chebyshev approximation by such an expression. In this connection, it is necessary to investigate the properties of a Chebyshev approximation by the expression (2) and to define a class of functions for which such a Chebyshev approximation exists. In this paper, the existence of a Chebyshev approximation by the expression (2) with reproduction of the values of the function at the leftmost point is investigated and a method for determining the parameters of such an approximation is suggested.

2. Existence of a Chebyshev approximation by the sum of a linear expression and an arctangent function

We investigate the existence of a Chebyshev approximation by the sum of a linear expression and an arctangent function (2). The class of functions \(f(x)\) for which a Chebyshev approximation by the expression (2) with the smallest absolute error on the interval \([\alpha, \beta]\) and with the reproduction of the value of the function at the leftmost point of the interval exists, is defined by the theorem.

**Theorem 1.** A sufficient condition for the existence of a Chebyshev approximation by the expression (2) for the continuous function \(f(x)\) with the smallest absolute error on the interval \([\alpha, \beta]\), \(\alpha \geq 0\), and with the reproduction of the value of the function at the point \(\alpha\) is the implementation of inequalities

\[ 0 < \tilde{W} < W < W_0, \]  

(3)

where

\[ W = \frac{f(z_4) - f(z_2)}{f(z_3) - f(z_1)} \frac{z_4 - z_2}{z_3 - z_1}, \]  

(4)

\[ W_0 = \frac{z_4^2 + z_2 z_4 + z_4^2 - z_1^2 - z_1 z_3 - z_3^2}{z_1^2 + z_1 z_3 + z_3^2 - z_1 + z_2 - 2\alpha}, \]  

(5)

\[ \tilde{W} = \frac{\alpha z_2^2 z_4 + \alpha z_1 z_2 z_4 - 2\alpha z_2 z_4 - \alpha z_1 z_2 z_3 - \alpha z_1^2 z_3 + 2\alpha^2 z_1 z_3}{2z_1 z_2 z_3 z_4 - \alpha z_1 z_2 z_4 - \alpha z_1 z_3 z_4 + 2\alpha^2 z_2 z_4 - \alpha z_1^2 z_4 - \alpha z_2 z_3 z_4}, \]  

(6)

and \(z_i (i = 1, 4)\) are any positive numbers from \((\alpha, \beta)\) arranged in ascending order.

**Proof.** According to the characteristic property [11], for the existence of a Chebyshev approximation by the sum of a linear expression and an arctangent function (2) of the function \(f(x)\) with the smallest absolute error on the interval \([\alpha, \beta]\) and with the reproduction of the value of \(f(x)\) at the leftmost
point of this interval, it is sufficient that the system of equations
\[
\begin{align*}
  f(\alpha) - a - b\alpha - c\arctan(da) &= 0, \\
  f(z_j) - a - bz_j - c\arctan(dz_j) &= (-1)^j\mu, \quad j = 1, 4,
\end{align*}
\]
has a unique solution in terms of the unknown parameters \(a, b, c, d\) and the error \(\mu\), where \(z_i (i = 1, 4)\) are any numbers from \((\alpha, \beta)\) arranged in ascending order. We show that if the condition (3) is satisfied, the system of equations (7) has a unique solution.

By excluding from the system of equations (7) the unknown values \(a\) and \(\mu\), we obtain the system of equations in terms of \(b, c\) and \(d\)
\[
\begin{align*}
  b(z_2 + z_1 - 2\alpha) - c(\arctan(dz_2) + \arctan(dz_1) - 2\arctan(da)) &= f(z_2) + f(z_1) - 2f(\alpha), \\
  b(z_3 - z_1) - c(\arctan(dz_3) - \arctan(dz_1)) &= f(z_3) - f(z_1), \\
  b(z_4 - z_2) - c(\arctan(dz_4) - \arctan(dz_2)) &= f(z_4) - f(z_2).
\end{align*}
\]
(8)

Since \(z_i (i = 1, 4)\) are positive numbers from \((\alpha, \beta)\) arranged in ascending order, \(0 \leq \alpha < z_1\), then from the system (8) it is possible to exclude the unknown \(b\). Consequently, with respect to \(c\) and \(d\), we obtain a system of equations
\[
\begin{align*}
  c \left( \frac{\arctan(dz_3) - \arctan(dz_1)}{z_3 - z_1} \right) - &\left( \frac{\arctan(dz_2) + \arctan(dz_1) - 2\arctan(da)}{z_2 + z_1 - 2\alpha} \right) \\
  c \left( \frac{\arctan(dz_4) - \arctan(dz_2)}{z_4 - z_2} \right) - &\left( \frac{\arctan(dz_3) - \arctan(dz_1)}{z_3 - z_1} \right)
\end{align*}
\]
(9)

Consider the coefficients of the unknown \(c\). In accordance with the Lagrange theorem on the finite increments of a continuously differentiable function [12], we obtain that the relationship
\[
\frac{\arctan(dz_{j+2}) - \arctan(dz_j)}{z_{j+2} - z_j}, \quad j = 1, 2
\]
is equal to the derivative of the arctangent function \(\arctan^\prime(\xi_j)\) at some midpoints of the corresponding intervals \(\xi_j \in [z_j, z_{j+2}], j = 1, 2\) i.e.
\[
\frac{\arctan(dz_{j+2}) - \arctan(dz_j)}{z_{j+2} - z_j} = \frac{d}{1 + d^2\xi_j^2}, \quad \xi_j \in [z_j, z_{j+2}], \quad j = 1, 2.
\]
(10)

In accordance with the theorem on the combination of increments of a continuously differentiable function [8]
\[
\frac{\arctan(dz_2) + \arctan(dz_1) - 2\arctan(da)}{z_2 + z_1 - 2\alpha} = \frac{d}{1 + d^2\xi_0^2}, \quad \xi_0 \in [\alpha, z_2].
\]
(11)

Consequently, since the points \(z_i (i = 1, 4)\) are arranged in ascending order and \(0 \leq \alpha < z_1\), then the coefficients of the unknown \(c\) in the system of equations (9) acquire only positive values. Therefore, we obtain a transcendental equation of \(d\)
\[
G(d) = W,
\]
(12)
where
\[
G(d) = \frac{\arctan(dz_4) - \arctan(dz_2)}{\arctan(dz_3) - \arctan(dz_1)} - \frac{\arctan(dz_3) - \arctan(dz_1)}{z_3 - z_1} - \frac{\arctan(dz_2) + \arctan(dz_1) - 2\arctan(da)}{z_2 + z_1 - 2\alpha},
\]
(13)

and the value $W$ is determined by the formula (4). Taking into account the relationships (10) and (11) and applying to $G(d)$ the Lagrange’s mean value theorem [12] on the finite increment of a continuously differentiable function, we obtain

$$G(d) = \frac{(\xi_1 - \xi_0)(1 + d^2\xi_0^2)^2\zeta_j}{(\xi_2 - \xi_1)(1 + d^2\xi_2^2)^2\zeta_1}, \quad \zeta_j \in [\xi_j, \xi_{j+1}], \quad j = 1, 2. \quad (14)$$

Consequently, the function $G(d)$, the left side of the equation (12), for positive and arranged in ascending order points $z_i$ ($i = 1, 4$) is a strictly monotonically decreasing function for $d \in (0, \infty)$ and acquires only positive values. Since

$$\lim_{d \to 0} G(d) = W_0 \quad \text{and} \quad \lim_{d \to \infty} G(d) = \tilde{W},$$

then for $d \in (0, \infty)$, the left side of the equation (12) acquires values from the interval $(\tilde{W}, W_0)$. Therefore, in the case when the condition (3) holds, the equation (12)) and, accordingly, the system of equations (7) has a single real solution. The convergence of the iterative Remez algorithm [7] indicates the existence of a Chebyshev approximation for the continuous functions $f(x)$ by the expression (2) on the interval $[\alpha, \beta]$ for $\alpha \geq 0$ in the case when the condition (3) holds.

Consequently, for the continuous functions $f(x)$ satisfying the condition (3), a Chebyshev approximation by the expression (2) with the smallest absolute error on the interval $[\alpha, \beta]$ and with the reproduction of the value of the function at the point $\alpha$ exists. The theorem is proved.

Let us investigate the sufficient condition (3) of the existence of a Chebyshev approximation by the expression (2). According to the Lagrange’s theorem [12] on the finite increments of a continuously differentiable function and taking into account the theorem on the combination of increments of a continuously differentiated function [8], the values of $W$ (4) can be presented as follows

$$W = \frac{f'(\xi_2) - f'(\xi_1)}{f'(\xi_0) - f'(0)}, \quad (15)$$

where $\xi_j \in [z_j, z_{j+2}], \quad j = 1, 2$, and $\xi_0 \in [z_1, z_2]$. From (15) we have that the variable $W$ will acquire positive values on the interval $[\alpha, \beta]$ if the function $f(x)$ and its derivative are strictly monotone on $[\alpha, \beta]$.

For strictly monotone functions, the derivative of which is also strictly monotone, the right inequality of the condition (3) can be presented as follows

$$\frac{f(z_1) - f(z_2)}{z_4 - z_2} - \frac{f(z_3) - f(z_1)}{z_3 - z_1} < \frac{f(z_3) - f(z_1)}{z_3 - z_1} - \frac{f(z_2) + f(z_1) - 2f(\alpha)}{z_2 + z_1 - 2\alpha}. \quad (16)$$

Having applied to each of the parts of this inequality the theorems of Cauchy and Lagrange on the finite increments of continuously differentiable functions [12], taking into account the theorem on the combination of increments of a continuously differentiated function [8], we obtain

$$\frac{f''(\xi_2)}{\xi_2} < \frac{f''(\xi_1)}{\xi_1}. \quad (17)$$

where $\zeta_2 \in [z_1, z_4]$, and $\zeta_1 \in [\alpha, z_3]$. From (17) we have that the second derivative of the function $f(x)$ must be also a strictly monotone function, moreover, the rate of change of its values should not exceed the rate of change of the linear function.

Consequently, the sufficient condition (3) for the existence of a Chebyshev approximation by the expression (2) with the smallest absolute error on the interval $[\alpha, \beta]$ and with the reproduction of the
function at the point $\alpha$ satisfies, in particular, the continuously differentiable functions $f(x)$ if the function and its two derivatives are strictly monotone on $[\alpha, \beta]$. Moreover, the rate of change of the values of the second derivative should not exceed the rate of change of the linear function.

It is worth noting that the condition (3) is not necessary for the existence of a Chebyshev approximation of the function $f(x)$ by the expression (2) with the absolute error on the interval $[\alpha, \beta]$ and with the reproduction of the value of the function at the point $\alpha$. Its satisfaction is necessary only at the points of a Chebyshev alternance. In the case of the use of the Remez algorithm for finding the parameters of a Chebyshev approximation by the expression (2), the condition (3) must be satisfied at all points of the intermediate approximations to the points of the alternance.

3. Determination of the approximation of a Chebyshev approximation by the sum of a linear expression and an arctangent function

To determine the values of the parameters of a Chebyshev approximation by the expression (2), we can use the Remez algorithm [6, 7]. If the function $f(x)$ satisfies the condition of the theorem, and $z_i$ ($i = 1, 4$) are the points of a Chebyshev alternance, then the parameters $a$, $b$ and $c$ of a Chebyshev approximation of the function $f(x)$ by the expression (2) with the smallest absolute error on the interval $[\alpha, \beta]$ and with the reproduction of the value of the function at the point $\alpha$ are determined according to the formula

$$c = \frac{f(z_4) - f(z_2)}{\arctan(dz_4) - \arctan(dz_2)} - \frac{f(z_3) - f(z_1)}{\arctan(dz_3) - \arctan(dz_1)};$$  \hspace{1cm} (18)

$$b = \frac{f(z_3) - f(z_1) - c[\arctan(dz_3) - \arctan(dz_1)]}{z_3 - z_1};$$  \hspace{1cm} (19)

$$a = f(\alpha) - b\alpha - c\arctan(da).$$  \hspace{1cm} (20)

The values of the parameter $d$ are determined as the solution of the equation (12). Taking into account the strictly monotonic nature of the dependence of the left side of the equation (12) on $d$, its solution can be determined by means of Newton’s method

$$d_{i+1} = d_i - \frac{G(d_i) - W}{G'(d_i)}, \hspace{0.5cm} i = 0, 1, 2, \ldots$$  \hspace{1cm} (21)

where

$$d_0 = \sqrt{\frac{1 - \sqrt{kW}}{\sqrt{kW} \zeta_2^2 - \zeta_1^2}},$$  \hspace{1cm} (22)

$$k = \frac{(z_2 - z_1)(z_4 + z_2)}{(z_3 - z_2)(z_3 + z_1)}, \hspace{0.5cm} \zeta_1 = \frac{z_3 + z_1}{2}, \hspace{0.5cm} \zeta_2 = \frac{z_4 + z_2}{2},$$

the value of $W$ is determined according to (4) and $G(d)$ is determined according to (13).

The choice of the initial value $d_0$ by the formula (22) is sufficiently close to the solution of the equation (12). This value is obtained on the basis of the estimation (14) of the value $G(d)$ of the left side of the equation (12).

When using a program that implements the iterative process (21), the convergence of two or three significant digits in the determination of the parameter $d$ was achieved in three-four iterations.
4. Approximation by the sum of a linear expression and an arctangent function of the characteristic of electric steel magnetization

The model (1) corresponds to the approximation by the expression

\[ B(x) = bx + c \arctan(dx), \quad x \geq 0, \quad d > 0 \]  

(23)

with respect to the unknown parameters \( b, c \) and \( d \). A Chebyshev approximation by the expression (23) is an approximation by the sum of a linear expression and an arctangent (2) under the condition of ensuring the equality to zero of the value of the actual function at the point \( x = 0 \). In accordance with the theorem establishing the existence of a Chebyshev approximation by the expression (2), the sufficient condition for the existence of the Chebyshev approximation by the expression (23) is holding the inequalities

\[ 0 < W < W_0, \]  

(24)

where values \( W \) and \( W_0 \) are determined according to the formulae (4) and (5), in which \( \alpha = 0 \) and \( f(\alpha) = 0 \). In the case of satisfaction of the condition (24), the values of the parameters \( b \) and \( c \) are determined according to the formulae (18) and (19), and the values of the parameter \( d \) can be calculated by the Newton’s method (21).

We will approximate the characteristic of magnetization of steel of the grade TS3408 [13]. A Chebyshev approximation of the magnetization characteristic of this steel by the expression (23)

\[ B(H) = -4.266574449 \cdot 10^{-3} H + 1.273686869 \arctan(0.2213663062 H) \]  

(25)

reproduces the magnetic induction of steel in the range of change of the magnetic field strength from 0 to 63 A/m with the absolute error of 0.059 T. The detailed results of the reproduction of the magnetization characteristic of the 0.30 mm thickness steel TS3408 for \( B_{\text{max}} = 1.7 \) T are presented in Table 1.

<table>
<thead>
<tr>
<th>( H ), A/m</th>
<th>( B ), T</th>
<th>( B ) calculated by Eq. (25), T</th>
<th>Error, T</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0.0</td>
</tr>
<tr>
<td>0.375</td>
<td>0.1</td>
<td>0.10388993</td>
<td>-0.00389</td>
</tr>
<tr>
<td>0.875</td>
<td>0.2</td>
<td>0.23995651</td>
<td>-0.03996</td>
</tr>
<tr>
<td>1.25</td>
<td>0.3</td>
<td>0.33850278</td>
<td>-0.0385</td>
</tr>
<tr>
<td>1.625</td>
<td>0.4</td>
<td>0.43288096</td>
<td>-0.03288</td>
</tr>
<tr>
<td>2.125</td>
<td>0.5</td>
<td>0.5509625</td>
<td>-0.05096</td>
</tr>
<tr>
<td>2.625</td>
<td>0.6</td>
<td>0.6592645</td>
<td>-0.05926</td>
</tr>
<tr>
<td>3.0</td>
<td>0.7</td>
<td>0.73386459</td>
<td>-0.03386</td>
</tr>
<tr>
<td>3.5</td>
<td>0.8</td>
<td>0.82464813</td>
<td>-0.02465</td>
</tr>
<tr>
<td>4.0</td>
<td>0.9</td>
<td>0.9060084</td>
<td>-0.006008</td>
</tr>
<tr>
<td>4.563</td>
<td>1.0</td>
<td>0.98727923</td>
<td>0.01272</td>
</tr>
<tr>
<td>5.125</td>
<td>1.1</td>
<td>1.0586385</td>
<td>0.04136</td>
</tr>
<tr>
<td>5.875</td>
<td>1.2</td>
<td>1.1407351</td>
<td>0.05926</td>
</tr>
<tr>
<td>7.063</td>
<td>1.3</td>
<td>1.2458148</td>
<td>0.05419</td>
</tr>
<tr>
<td>8.938</td>
<td>1.4</td>
<td>1.3665205</td>
<td>0.03348</td>
</tr>
<tr>
<td>12.375</td>
<td>1.5</td>
<td>1.5020978</td>
<td>-0.002098</td>
</tr>
<tr>
<td>23.625</td>
<td>1.6</td>
<td>1.6592645</td>
<td>-0.05926</td>
</tr>
<tr>
<td>63.0</td>
<td>1.7</td>
<td>1.6407351</td>
<td>0.05926</td>
</tr>
</tbody>
</table>

Table 1. The results of the reproduction of the magnetization characteristic of the steel TS3408.
A Chebyshev approximation of the magnetization characteristic of the 0.30 mm thickness steel of the grade TS3408 for $B_{\text{max}} = 1.7 \, \text{T}$ [13] by the expression (23)

$$B(H) = -0.05102738H + 2.15018866 \arctan(0.1161164476H)$$ (26)

reproduces the magnetic induction of steel in the range of change of the magnetic field strength from 0 to 21 A/m with the absolute error 0.031 T.

A Chebyshev approximation of the magnetization characteristic of the 0.35 mm thickness steel of the grade TS3406 for $B_{\text{max}} = 1.7 \, \text{T}$ [13] by the expression (23)

$$B(H) = 0.0010982434H + 0.99087245 \arctan(0.7093643948H)$$ (27)

reproduces the magnetic induction of steel in the range of change of the magnetic field strength from 0 to 190 A/m with the absolute error 0.058 T, and the magnetic induction of the same steel for $B_{\text{max}} = 1.5 \, \text{T}$ in the range of change of the magnetic field strength from 0 to 41 A/m

$$B(H) = 0.0046206764992H + 0.873985573 \arctan(0.70239702427H)$$ (28)

is reproduced with the absolute error 0.032 T.

The program module for determination of the parameters of a Chebyshev approximation by the sum of a linear expression and an arctangent (23) is included into the software package “RADAN” [14].

5. Conclusions

A sufficient condition for the existence of a Chebyshev approximation by the sum of a linear expression and an arctangent function (3) with the smallest absolute error and with the reproduction of the value of the function at the leftmost point is satisfaction of the inequality (3). The sufficient condition (3) of the existence of a Chebyshev approximation by the expression (2) with the smallest absolute error on the interval $[\alpha, \beta]$ and with the reproduction of the value of the function at the point $\alpha$ is satisfied, in particular, for the continuously differentiable functions $f(x)$ if the function and its two derivatives are strictly monotone over $[\alpha, \beta]$. In this case, the rate of change of the values of the second derivative should not exceed the rate of change of the linear function.

In the case this condition holds, the parameters of a Chebyshev approximation by the sum of a linear expression and an arctangent function (2) are determined by means of the formulae (18)–(20). The values of the parameter $d$ are determined as the solution of the transcendental equation (12), using the Newton’s method (21). The initial approximation of parameter $d$ can be determined according to the formula (22).

The Chebyshev approximation of the steel magnetization characteristic by the sum of a linear expression and an arctangent function of three parameters (23) reproduces the magnetic induction of the TS3408 grade electrotechnical steel of the 0.30 mm thickness for $B_{\text{max}} = 1.7 \, \text{T}$ in the range of change of the magnetic field strength from 0 to 63 A/m with the absolute error of 0.059 T.
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