Guaranteed predictive estimation of solutions of system of differential equations with the Gompertzian dynamics
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In this paper, we have introduced a mathematical model to describe processes that grow in time rapidly. The model has the form of a system of non-linear differential equations with Gompertzian dynamics and non-stationary parameters. We have formulated and studied the problem of finding the predictive estimation for the systems of differential equations with Gompertzian dynamics, for the case of continuous observation. We have suggested the algorithms for building guaranteed predictive estimations for the model. We have presented as an example, the results of numerical experiments to build guaranteed estimates for the mathematical model of spreading some type of information in society. The suggested approach presents both theoretical interest and important practical meaning.
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1. Introduction

Gompertz curves adequately present processes of growth of tumors, processes of disease spread, processes within a population and others. In the works [1, 2], the mathematical models in the form of systems of differential equations with Gompertzian dynamics are suggested.


The statement of the problem of finding the guaranteed estimation for systems of differential equations with Gompertzian dynamics was given in [8].

2. Assumptions and notations

Now let us take a detailed look at the non-linear continuous system of differential equations with the initial conditions:

\[
\frac{dx_k(t; f(\cdot))}{dt} = \left( B(t)f(t), e^k \right) + \sum_{j=1}^{n} \left( A(t)e^k, e^j \right) \ln x_k(t; f(\cdot)) x_k(t; f(\cdot)), \quad t \in (0, T_2),
\]

\[
x_k(0; f(\cdot)) = x_0^k > 0, \quad k = 1, n, \tag{1}
\]

where the matrix-valued functions \( A(t) \in \mathbb{R}^{n \times n}, B(t) \in \mathbb{R}^{n \times m}, t \in (0, T_2) \) has continuous components; \( f(\cdot) \in \mathbb{R}^m, f(\cdot) \in L_2(0, T_2) \) is the unknown vector-valued function; vector \( e^k \) is the \( k \)-th unit vector, \( k = 1, n \). And the solutions of (1) satisfies the inequalities \( x_k(t; f(\cdot)) > 0, t \in (0, T_2) \), \( k = 1, n \).
Suppose that \( y_i(t), t \in (0, T_1), T_1 \leq T_2, i = 1, n_0, n_0 \leq n \) are the known observations of the vector-valued functions \( x_i(t; f(\cdot)), t \in (0, T_1) \) with the certain \( f(t), t \in (0, T_1) \):
\[
y_i(t) = x_i(t; f(\cdot)) + \v_i(t), \quad t \in (0, T_1), \quad i = 1, n_0,
\]
where \( \v_i(t), t \in (0, T_1), i = 1, n_0 \) are the observed errors.

Let us denote \( x(t; f(\cdot)) = (x_1(t; f(\cdot)), \ldots, x_n(t; f(\cdot)))^T, t \in (0, T_2); \ v(t) = (v_1(t), \ldots, v_{n_0}(t))^T, \ t \in (0, T_1) \), where T is the designation of transpose.

Assume that \( f(\cdot) \in G \), where \( G \) is bounded, convex and closed set in \( \mathbb{L}_2(0, T_2); v_i(t), t \in (0, T_1), i = 1, n_0 \) are the continuous functions on the time interval \( (0, T_1) \) and belong to set \( V \):
\[
V = \{ v(\cdot): \underline{v}_i(t) \leq v_i(t) \leq \overline{v}_i(t), \ t \in (0, T_1), \ i = 1, n_0 \},
\]
where \( \underline{v}_i(t), \overline{v}_i(t), t \in (0, T_1), i = 1, n_0 \) are the known functions and the next conditions are satisfied:
\[
y_i(t) - \overline{v}_i(t) > 0, \quad t \in (0, T_1), \quad i = 1, n_0.
\]

The set \( G \) also has the following form \( G = G_1 \times G_2 \), where \( G_1 \in \mathbb{L}_2(0, T_1), G_2 \in \mathbb{L}_2(T_1, T_2) \).

A posteriori set \( F_y \) is presented in the form:
\[
F_y = \{ f(\cdot): f(\cdot) \in \overline{G}_1 \times G_2 \},
\]
where \( \overline{G}_1 = \{ f(\cdot): \underline{v}_i(t) \leq y_i(t) - x_i(t; f(\cdot)) \leq \overline{v}_i(t), \ t \in (0, T_1), \ i = 1, n_0 \} \).

Let us denote \( X_y \):
\[
X_y = \{ x(T_2; f(\cdot)): x_k(T_2; f(\cdot)) \in Q_k, \ k = 1, n \},
\]
where \( Q_k = \{ x_k(T_2; f(\cdot)): \min_{f(\cdot) \in F_y} x_k(T_2; f(\cdot)) \leq x_k(T_2; f(\cdot)) \leq \max_{f(\cdot) \in F_y} x_k(T_2; f(\cdot)), f(\cdot) \in F_y \}, \ k = 1, n \).

**Definition 1.** The vector \( \hat{x}(T_2) = (\hat{x}_1(T_2), \ldots, \hat{x}_n(T_2))^T \) is called guaranteed predictive estimation of the vector \( x(T_2; f(\cdot)) \) if the next condition is satisfied:
\[
\min_{x(T_2; f(\cdot)) \in X_y} \Phi(x(T_2; f(\cdot))) = \Phi(\hat{x}(T_2)),
\]
here functional \( \Phi(x(T_2; f(\cdot))) \) is given by:
\[
\Phi(x(T_2; f(\cdot))) = \sum_{k=1}^{n} \max_{\hat{x}(T_2; f(\cdot)) \in Q_k} |x_k(T_2; f(\cdot)) - \hat{x}(T_2; f(\cdot))| \beta_k,
\]
where \( \beta_k \geq 0, k = 1, n \) are the known scalar values and they fulfills equality \( \sum_{k=1}^{n} \beta_k = 1 \).

Value \( \sigma = \Phi(\hat{x}(T_2)) \) is called guaranteed predictive error of the guaranteed predictive estimation \( \hat{x}(T_2) \).

**Lemma 1.** Let the conditions \( x_k^0 > 0, k = 1, n \) for (1) are satisfied. The solutions of the system (1) take form:
\[
x_k(t; f(\cdot)) = \exp \{ \varphi_k(t; f(\cdot)) \}, \quad t \in (0, T_2), \quad k = 1, n,
\]
where vector-valued function \( \varphi(t; f(\cdot)) = (\varphi_1(t; f(\cdot)), \ldots, \varphi_n(t; f(\cdot)))^T, t \in (0, T_2) \) is the solution of the Cauchy’s problem:
\[
\frac{d\varphi(t; f(\cdot))}{dt} = A(t)\varphi(t; f(\cdot)) + B(t)f(t), \quad \varphi(0; f(\cdot)) = (\ln x_1^0, \ldots, \ln x_n^0)^T, \quad t \in (0, T_2).
\]
The last ratio can be presented as:
\[
\frac{d \ln x_k(t; f(\cdot))}{dt} = \frac{dx_k(t; f(\cdot))}{dt} x_k^{-1}(t; f(\cdot)), \quad t \in (0, T_2), \quad k = 1, n.
\]

Let denote \(\ln x_k(t; f(\cdot)) = \varphi_k(t; f(\cdot)), t \in (0, T_2), k = 1, n\) and we obtain (4). This confirms satisfaction of (3).

\[\textbf{3. Predictive estimation method}\]

\textbf{Theorem 2.} The components of vector of the guaranteed predictive estimation \(\hat{x}(T_2)\) are calculated by the formulas:
\[
\hat{x}_k(T_2) = \exp\{\varphi_k(T_2)\} \cos \sigma_{\varphi_k}(T_2), \quad k = 1, n
\]
(and the guaranteed error of the guaranteed predictive estimation takes the form \(\sigma = \sum_{k=1}^n \exp\{\varphi_k(T_2)\} \sin \sigma_{\varphi_k}(T_2)\), where the guaranteed predictive estimations \(\hat{x}_k(T_2)\), \(k = 1, n\) and the guaranteed errors \(\sigma_{\varphi_k}(T_2)\), \(k = 1, n\) of the predictive estimation of functions \(\varphi_k(T_2; f(\cdot))\), \(k = 1, n\) satisfy representations:
\[
\varphi_k(T_2) = \frac{1}{2} (\varphi^+_k(T_2) + \varphi^+_k(T_2)), \quad \sigma_{\varphi_k}(T_2) = \frac{1}{2} (\varphi^+_k(T_2) - \varphi^-_k(T_2)), \quad k = 1, n,
\]
\[
\varphi^+_k(T_2) = \ln x^+_k(T_2), \quad \varphi^-_k(T_2) = \ln x^-_k(T_2), \quad k = 1, n,
\]
\[
x^+_k(T_2) = \max_{f(\cdot) \in F_y} x_k(T_2; f(\cdot)), \quad x^-_k(T_2) = \min_{f(\cdot) \in F_y} x_k(T_2; f(\cdot)), \quad k = 1, n.
\]

\textbf{Proof.} The set \(G\) is bounded, convex and closed therefore the set \(F_y\) is bounded, convex and closed too. Thus we can find functions \(\bar{f}^k(\cdot) \in F_y\) and \(\bar{f}^- (\cdot) \in F_y\), \(k = 1, n\) for which the next equalities are fulfilled:
\[
\max_{x_k(T_2; f(\cdot)) \in Q_k} x_k(T_2; f(\cdot)) = x_k(T_2; \bar{f}^k (\cdot)) = x^+_k(T_2), \quad k = 1, n,
\]
\[
\min_{x_k(T_2; f(\cdot)) \in Q_k} x_k(T_2; f(\cdot)) = x_k(T_2; \bar{f}^- (\cdot)) = x^-_k(T_2), \quad k = 1, n.
\]

We present the expression (2) in the following form:
\[
\max_{\bar{x}_k(T_2; f(\cdot)) \in Q_k} |x_k(T_2; f(\cdot)) - \bar{x}_k(T_2; f(\cdot))|
\]
\[
= \begin{cases} 
\begin{aligned}
& x_k(T_2; f(\cdot)) - x^-_k(T_2), \quad \text{at } x_k(T_2; f(\cdot)) \geq \frac{1}{2} (x^+_k(T_2) + x^-_k(T_2)), \\
& x^+_k(T_2) - x_k(T_2; f(\cdot)), \quad \text{at } x_k(T_2; f(\cdot)) \leq \frac{1}{2} (x^+_k(T_2) + x^-_k(T_2)).
\end{aligned}
\end{cases}
\]

The last ratio can be presented as:
\[
\max_{\bar{x}_k(T_2; f(\cdot)) \in Q_k} |x_k(T_2; f(\cdot)) - \bar{x}_k(T_2; f(\cdot))|
\]
\[
= \frac{1}{2} (x^+_k(T_2) - x^-_k(T_2)) + \left| x_k(T_2; f(\cdot)) - \frac{1}{2} (x^+_k(T_2) - x^-_k(T_2)) \right|, \quad k = 1, n. \quad (6)
\]

On the basis of (2) and (6) we obtain equation for the functional \(\Phi(x(T_2; f(\cdot)))\):
\[
\Phi(x(T_2; f(\cdot))) = \sum_{k=1}^n \left[ \frac{1}{2} (x^+_k(T_2) - x^-_k(T_2)) + \left| x_k(T_2; f(\cdot)) - \frac{1}{2} (x^+_k(T_2) - x^-_k(T_2)) \right| \right] \beta_k.
\]

We can find the formulas to finding component of vector of the guaranteed predictive estimation \( \hat{x}(T) \) and the guaranteed error from the last expression:

\[
\hat{x}_k(T) = \frac{1}{2}(x^+_k(T) - x^-_k(T)), \quad k = 1, n, \tag{7}
\]

\[
\sigma = \frac{1}{2} \sum_{k=1}^{n} (x^+_k(T) - x^-_k(T)) \beta_k. \tag{8}
\]

On the basis of (7), (8) and (4) we get:

\[
\hat{x}_k(T) = \frac{1}{2} \left( e^{\hat{\sigma}_k(T)} + e^{-\hat{\sigma}_k(T)} \right), \quad k = 1, n,
\]

\[
\sigma = \frac{1}{2} \sum_{k=1}^{n} \left( e^{\sigma_k(T)} + e^{-\sigma_k(T)} \right) \beta_k.
\]

Since

\[
\varphi^+_k(T) = \hat{\varphi}_k(T) + \sigma_{\varphi_k(T)}, \quad \varphi^-_k(T) = \hat{\varphi}_k(T) - \sigma_{\varphi_k(T)}, \quad k = 1, n,
\]

thus we get

\[
\sigma = \frac{1}{2} \sum_{k=1}^{n} \left( e^{\hat{\varphi}_k(T) + \sigma_{\varphi_k(T)}} - e^{\hat{\varphi}_k(T) - \sigma_{\varphi_k(T)}} \right) \beta_k
\]

\[
= \sum_{k=1}^{n} e^{\hat{\varphi}_k(T)} \frac{1}{2} \left( e^{\sigma_{\varphi_k(T)}} - e^{-\sigma_{\varphi_k(T)}} \right) \beta_k = \sum_{k=1}^{n} \exp \{ \hat{\varphi}_k(T) \} \sinh \sigma_{\varphi_k(T)} \beta_k,
\]

\[
\hat{x}_k(T) = \frac{1}{2} \left( e^{\hat{\varphi}_k(T) + \sigma_{\varphi_k(T)}} + e^{\hat{\varphi}_k(T) - \sigma_{\varphi_k(T)}} \right)
\]

\[
= e^{\hat{\varphi}_k(T)} \frac{1}{2} \left( e^{\sigma_{\varphi_k(T)}} + e^{-\sigma_{\varphi_k(T)}} \right) = \exp \{ \hat{\varphi}_k(T) \} \cosh \sigma_{\varphi_k(T)}, \quad k = 1, n.
\]

The theorem has been proven. \( \blacksquare \)

**Theorem 3.** The set \( F_y \) also has the form:

\[
F_y = \left\{ f(\cdot) : f(\cdot) \in \tilde{G}_1 \times G_2 \right\},
\]

where \( \tilde{G}_1 = \{ f(\cdot) : |\varphi_i(t; f(\cdot)) - \hat{\varphi}_i(t)| \leq \delta_i(t), \quad t \in (0, T), \quad i = 1, n_0 \} \), and \( \varphi_i(t), \quad i = 1, n_0, \quad t \in (0, T) \) are the solution of the Cauchy's problem (4) and

\[
\varphi_i(t) = \frac{1}{2}(y^+_i(t) + y^-_i(t)), \quad \delta_i(t) = \frac{1}{2}(y^+_i(t) - y^-_i(t)), \quad t \in (0, T), \quad i = 1, n_0, \tag{9}
\]

\[
y^-_i(t) = \ln (y_i(t) - \nu_i(t)), \quad y^+_i(t) = \ln (y_i(t) - \nu_i(t)), \quad t \in (0, T), \quad i = 1, n_0.
\]

**Proof.** Since the inequalities satisfy:

\[
- \nu_i(t) \leq x_i(t; f(\cdot)) - y_i(t) \leq -\nu_i(t), \quad t \in (0, T), \quad i = 1, n_0,
\]

\[
\Leftrightarrow y_i(t) - \nu_i(t) \leq x_i(t; f(\cdot)) \leq y_i(t) - \nu_i(t), \quad t \in (0, T), \quad i = 1, n_0,
\]

we have expression:

\[
\ln(y_i(t) - \nu_i(t)) \leq \varphi_i(t; f(\cdot)) \leq \ln(y_i(t) - \nu_i(t)), \quad t \in (0, T), \quad i = 1, n_0,
\]

The next equalities are fulfilled for the values \( \varphi_i(t; f(\cdot)) \leq y_i^-(t), \quad t \in (0, T_1), \quad i = 1, n_0. \)

On the basis (9) the last inequalities take the form:

\[
\begin{align*}
 \varphi_i(t; f(\cdot)) & \leq \varphi_i(t) + \delta_i(t), & t \in (0, T_1), & i = 1, n_0, \\
 \varphi_i(t; f(\cdot)) & \geq \varphi_i(t) - \delta_i(t), & t \in (0, T_1), & i = 1, n_0.
\end{align*}
\]

\[\iff |\varphi_i(t; f(\cdot)) - \varphi_i(t)| \leq \delta_i(t), \quad t \in (0, T_1), \quad i = 1, n_0.\]

The theorem has been proven. \(\blacksquare\)

To define the matrix-valued function \( \Phi(t, s), \ t \in (s, T_2), \ s \in (0, T_2) \) in the form of the solution of the Cauchy's problem:

\[
\frac{d\Phi(t, s)}{dt} = A(t)\Phi(t, s), \quad \Phi(s, s) = E, \quad t \in (s, T_2), \quad s \in (0, T_2),
\]

where \( E \in \mathbb{R}^{n \times n} \) is the identity matrix.

Let \( (\varphi(T_1), g^k), \ k = 1, n \) are the guaranteed estimation of values \( (\varphi(T_1; f(\cdot)); g^k), \ k = 1, n \), where \( g^k = \Phi^T(T_2, T_1)e^k, \ k = 1, n \).

**Lemma 4.** The next equalities are fulfilled for the values \( (\varphi(T_1), g^k), \ k = 1, n \):

\[
\hat{x}_k(T_2) = \exp \left\{ (\varphi(T_1), g^k) + \hat{\psi}_k(T_2) \right\} \cosh \sigma_{\varphi_k}(T_2), \quad k = 1, n,
\]

where

\[
\hat{\psi}_k(T_2) = \frac{1}{2} \left[ \max_{f(\cdot) \in G_2} \left( \psi_k(T_2; f(\cdot)), e^k \right) + \min_{f(\cdot) \in G_2} \left( \psi_k(T_2; f(\cdot)), e^k \right) \right], \quad k = 1, n
\]

and \( \psi(t; f(\cdot)) = (\psi_1(t; f(\cdot)), \ldots, \psi_n(t; f(\cdot)))^T, \ t \in (T_1, T_2) \) is found as the solution of the Cauchy's problem:

\[
\frac{d\psi(t; f(\cdot))}{dt} = A(t)\psi(t; f(\cdot)) + B(t)f(t), \quad t \in (T_1, T_2), \quad \psi(T_1, f(\cdot)) = 0.
\]

**Proof.** The next expression is fulfilled at some point in time \( t \in (T_1, T_2) \):

\[
\varphi(t; f(\cdot)) = \Phi(t, T_1)\varphi(T_1; f(\cdot)) + \psi(t; f(\cdot)), \quad t \in (T_1, T_2).
\]

Thus we get:

\[
\varphi_k(T_2; f(\cdot)) = (\varphi(T_1; f(\cdot)), g^k) + \psi_k(T_2; f(\cdot)), \quad k = 1, n.
\]

The next representations are satisfied for components of vector of the guaranteed estimation \( \hat{\varphi}(T_2) = (\hat{\varphi}_1(T_2), \ldots, \hat{\varphi}_n(T_2))^T \):

\[
\hat{\varphi}_k(T_2) = (\varphi(T_1), g^k) + \hat{\psi}_k(T_2), \quad k = 1, n.
\]

Applying (11) to (5) and we obtain expression (10). The lemma has been proven. \(\blacksquare\)

**Corollary 1.** The set \( G \) is bounded, convex, closed and centrally symmetric with respect to certain function \( f(t), \ t \in (0, T_2) \). Thus we obtain:

\[
\hat{x}_k(T_2) = (\hat{\psi}(T_2), e^k), \quad k = 1, n,
\]

where vector-valued function \( \hat{\psi}(t), \ t \in (T_1, T_2) \) is the solution of the Cauchy's problem:

\[
\frac{d\hat{\psi}(t)}{dt} = A(t)\hat{\psi}(t) + B(t)f(t), \quad t \in (T_1, T_2), \quad \hat{\psi}(T_1) = 0.
\]
4. Algorithms for finding approximate predictive estimation

Now let us investigate the problem of finding the approximate predictive estimation of the values \(x_k(T_2; f(\cdot)), k = 1, n\) under uncertainty.

Denote \(F_{1y}\) as the approximation of the set \(F_y\):

\[F_{1y} = \{f(\cdot) : I_y(f(\cdot)) \leq \gamma^2\} \times G_2,\]

where

\[I_y(f(\cdot)) = \int_0^{T_2} q_1^2(t) |f(t) - \tilde{f}(t)|^2 dt + \sum_{i=1}^{n_0} \int_0^{T_1} \delta_i^{-2}(t) \left(\varphi(t; f(\cdot)), e^i\right) - \tilde{\varphi}(t) |^2 dt;\]

\(q_1^2(t), t \in (0, T_2)\) is the non-negative continuous function on the time interval \((0, T_2)\). \(\tilde{f}(t), t \in (0, T_2)\) is the known vector-value function in \(L_2(0, T_2)\) (moreover the functions \(q_1^2(t), \tilde{f}(t), t \in (0, T_2)\) and constant \(\gamma^2\) are chosen in such a way that the condition \(F_y \subset F_{1y}\) fulfills); the functions \(\delta_i^{-2}(t)\) and \(\tilde{\varphi}_i(t), t \in (0, T_1), i = 1, n_0\) are calculated by (9).

**Definition 2.** The set \(F_{1y}\) is called approximate a priori set of \(F_y\).

Now let us find the guaranteed predictive estimations of values \(\varphi_k(T_2; f(\cdot)) = (\varphi(T_2; f(\cdot)), e^k), k = 1, n\) for the approximate a priori set \(F_{1y}\).

On the basis [9] these estimations take the form:

\[\hat{\varphi}_k(T_2) = (\hat{\varphi}(T_2), e^k), \quad k = 1, n,\]  

(12)

and the guaranteed errors for estimation fulfill the next inequalities:

\[\sigma_{\varphi_k}(T_2) \leq (e^k, P(T_2)e^k), \quad k = 1, n.\]  

(13)

Here

\[\hat{\varphi}_k(t) = \begin{cases} \hat{\varphi}_{k1}(t), & t \in (0, T_1), \\ \hat{\varphi}_{k2}(t), & t \in (T_1, T_2), \end{cases}, \quad k = 1, n,\]

are found as the solution of the Cauchy’s problem:

\[\begin{align*}
\frac{d \hat{\varphi}_{k1}(t)}{dt} &= \sum_{j=1}^{n} (A(t)e^k, e^j) \hat{\varphi}_{k1}(t) + (B(t)\tilde{f}(t), e^k) + \delta_k^2(t)(\hat{\varphi}_k(t) - \hat{\varphi}_{k1}(t)), \quad t \in (0, T_1), \\
\hat{\varphi}_{k1}(0) &= \ln x_k^0, \quad k = 1, n, \\
\frac{d \hat{\varphi}_{k2}(t)}{dt} &= \sum_{j=1}^{n} (A(t)e^k, e^j) \hat{\varphi}_{k2}(t) + (B(t)\tilde{f}(t), e^k), \quad t \in (T_1, T_2), \\
\hat{\varphi}_{k2}(T_1) &= \hat{\varphi}_{k1}(T_1), \quad k = 1, n,
\end{align*}\]

matrix-value function \(P(t), t \in (0, T_2)\) is calculated by formulas:

\[P(t) = \begin{cases} P_1(t), & t \in (0, T_1), \\ P_2(t), & t \in (T_1, T_2), \end{cases}\]

\[\begin{align*}
\frac{dP_1(t)}{dt} &= A(t)P_1(t) + P_1(t)A^T(t) - P_1(t)H^T Q(t) HP_1(t) + q_1^2(t)E, \quad t \in (0, T_1), \quad P_1(0) = 0, \\
\frac{dP_2(t)}{dt} &= A(t)P_2(t) + P_2(t)A^T(t), \quad t \in (T_1, T_2), \quad P_2(T_1) = P_1(T_1),
\end{align*}\]
where
dotted line is for observation 
and guaranteed predictive estimation 

5. Results of numerical experiment

The results of building guaranteed predictive estimation for the model of the information spreading of one type messages process in society are given as an example. The problem of constructing and model analysis of the information spreading process in the form of the differential equation system was considered in works [2,7,10–14].

Let us consider a certain social community. Suppose, a community is influenced by one source of information at some point in time \( t \in (0, T_2) \). The numbers of people who have accepted the information messages the information flow depends on external influence and interpersonal communication. This process is modeled as one ordinary differential non-linear equation.

Let us denote \( a(t), t \in (0, T_2) \) the known intensity of communication at some point in time \( t \in (0, T_2); f(t), t \in (0, T_2), f(\cdot) \in L_2(0,T_2) \) the unknown external influence at some point in time \( t \in (0, T_2); x(t; f(\cdot)), t \in (0, T_2) \) the numbers of people, who have accepted the information messages from information flow at some point of time \( t \in (0, T_2) \). And the \( x(0; f(\cdot)) \) satisfy the inequality \( x(0; f(\cdot)) = x^0 > 0 \). Time variable of value \( x(t; f(\cdot)), t \in (0, T_2) \) we describe by Cauchy’s problem:

\[
\frac{dx(t; f(\cdot))}{dt} = (a(t) \ln x(t; f(\cdot)) + f(t))x(t; f(\cdot)), \quad t \in (0, T_2), \quad x(0; f(\cdot)) = x^0.
\]  

(14)

Suppose that \( y(t), t \in (0, T_1) \) are the known observations of the function \( x(t; f(\cdot)), t \in (0, T_1) \) with the certain \( f(t), t \in (0, T_1) \):

\[
y(t) = x(t; f(\cdot)) + v(t), \quad t \in (0, T_1),
\]  

(15)

where \( v(t), t \in (0, T_1) \) are the unknown observed error.

![Fig.1. Guaranteed predictive estimation for the model (14), where dotted line is for \( x(t; f(\cdot)), t \in (0; 10) \), full line is for observation \( y(t), t \in (0; 8) \) and guaranteed predictive \( \hat{x}(t), t \in (8; 10) \), symbols ‘+’ is for margin of error guaranteed predictive estimation \( \hat{x}(t), t \in (8; 10) \).](image)

Guaranteed predictive estimation of solutions of system of differential equations...

The results of building guaranteed predictive estimation for the model (14) where parameters satisfy: \( T_1 = 8, T_2 = 10, x(0; f(\cdot)) = 30, a(t) = -0.0006t, q_2^1(t) = 1, \tilde{f}(t) = 0, t \in (0; 10) \) and observation (15) (random \( v(t), t \in (0; 8) \) to be normally distributed \( N(0; 16) \)) are presented in Fig. 1a.

The results of building guaranteed predictive estimation for the model (14) where parameters satisfy: \( T_1 = 8, T_2 = 10, x(0; f(\cdot)) = 30, a(t) = -0.0006t, q_2^1(t) = 1, \tilde{f}(t) = 0, t \in (0; 10) \) and observation (15) (random \( v(t), t \in (0; 8) \) to be normally distributed \( N(0; 36) \)), are presented in Fig. 1b.

Based on the analysis of the graphs, it can be concluded, that the algorithm gives the sufficient guaranteed predictive estimate in case of significant observed errors.

6. Conclusions

We have developed a novel approach to algorithm constructing for guaranteed predictive estimation for models with Gompertzian dynamics in the case of continuous observation. Moreover, we have investigated the case of supporters of both information flows with known system parameters for given equations. In addition, we have considered the case of supporters of both information flows with known system parameters. The numerical experiments of building guaranteed predictive estimation for the model of the information spreading of one type messages process in society are given as an example. The analysis of these results has demonstrated the practical meaning of the obtained approach. The obtained results can be useful for special case of information spreading process models.
Гарантовані прогнозні оцінки розв'язків систем диференціальних рівнянь із динамікою Гомперца

Наконечний О., Зінько П., Шевчук Ю.
Київський національний університет імені Тараса Шевченка,
вул. Володимирська, 64/13, Київ, 01601, Україна

У роботі досліджено математичну модель у формі системи нелінійних диференціальних рівнянь із динамікою Гомперца, яка може бути застосована для моделювання процесів, що швидко зростають за часом. Сформульовано та розв'язано задачу знаходження гарантованих прогнозних оцінок для систем диференціальних рівнянь з динамікою Гомперца для випадку неперервних спостережень. Як приклади подано результати визначення гарантованих прогнозних оцінок динаміки математичної моделі поширення одного виду інформації в соціумі.

Ключові слова: системи нелінійних диференціальних рівнянь, динаміка Гомперца, прогнозні гарантовані оцінки, невизначеність.
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