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In this paper, we have introduced a mathematical model to describe processes that grow in
time rapidly. The model has the form of a system of non-linear differential equations with
Gompertzian dynamics and non-stationary parameters. We have formulated and studied
the problem of finding the predictive estimation for the systems of differential equations
with Gompertzian dynamics, for the case of continuous observation. We have suggested
the algorithms for building guaranteed predictive estimations for the model. We have
presented as an example, the results of numerical experiments to build guaranteed esti-
mates for the mathematical model of spreading some type of information in society. The
suggested approach presents both theoretical interest and important practical meaning.

Keywords: system of differential non-linear equations, Gompertzian dynamics, guaran-
teed predictive estimation, uncertainty.
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1. Introduction

Gompertz curves adequately present processes of growth of tumors, processes of disease spread, pro-
cesses within a population and others. In the works [1, 2|, the mathematical models in the form of
systems of differential equations with Gompertzian dynamics are suggested.

Nakonechnyi O.G. formulated the problem statement of finding guaranteed and optimal estima-
tions in his works [3-7|. For example, [5] suggested the construction of algorithms of averaged optimal
root mean squared predictive estimation and guaranteed predictive estimation. Nakonechnyi O.G. and
coauthors in their work [6] developed the algorithms of constructing optimal functional estimations
and guaranteed estimations of non-stationary parameters of differential equations. In the work [7] the
algorithms of building optimal estimations and guaranteed estimations of non-stationary parameters
of difference non-linear equations were suggested.

The statement of the problem of finding the guaranteed estimation for systems of differential equa-
tions with Gompertzian dynamics was given in [§].

2. Assumptions and notations

Now let us take a detailed look at the non-linear continuous system of differential equations with the
initial conditions:

WAEIO) _ V(B0 (e).") + 3 (Aek o) It FO) |t £0)). # € (0.7,
j=1
wp(0: () =2 >0, k=T, (1)

where the matrix-valued functions A(t) € R™*", B(t) € R"*™ t € (0,T>) has continuous components;
f(-) € R™, f(-) € Ly(0,T3) is the unknown vector-valued function; vector e* is the k-th unit vector,
k =1,n. And the solutions of (1) satisfies the inequalities zy(t; f(-)) > 0, t € (0,T3), k = 1,n.
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Suppose that y;(t), t € (0,71), T1 < T, i = 1,n9, ng < n are the known observations of the
vector-valued functions x;(t; f(+)), t € (0,71) with the certain f(t), t € (0,T1):

yi(t) = i(t; f()) +ui(t), t€(0,Th), i=Tno,

where v;(t), t € (0,T1), i = 1,ng are the observed errors.

Let us denote z(t; f(*)) = (z1(t; f(1)), ., za(t; FONT, t € (0,T2); v(t) = (vi(t),... v (t)7,
t € (0,71), where T is the designation of transpose.

Assume that f(-) € G, where G is bounded, convex and closed set in Lo(0,7%); v;(t), t € (0,711),
i = 1,ng are the continuous functions on the time interval (0,77) and belong to set V:

V={v(): v(t) <wvit) <T(t), t € (0,T1), i=T,no},

where v;(t), T;(t), t € (0,71), i = 1,ng are the known functions and the next conditions are satisfied:
yl(t) _ﬁi(t) >0, te (07T1)7 @ =1,n0.

The set G also has the following form G = G x Ga, where G1 € 1L9(0,T1), G2 € Lo(T1,T3).
A posteriori set Fy is presented in the form:

Fy={f(): f() € G1 x G2},

where Gy = {f(): v;(t) < wi(t) —2i(t; f(1) <T(E), t € (0,T1), i =T, ng}.
Let us denote X,:

Xy ={z(T; f(): (T f() € Qr, k=T,n},

where
Qr = {!Ek(T2;f('))i min zx(T2; f1())) < 2k(T2; f() < max xp(To; f2(+)), f() € Fy}, k=1n.
fi()ery f2()eFy
Definition 1. The vector Z(Ts) = (21(T%), ..., 2n(T2))" is called guaranteed predictive estimation of
the vector x(Th; f(-)) if the next condition is satisfied:
min  P(x(Tr; f(+))) = ®(2(12)),
i a(Tyi () = B(a(T)
here functional ®(x(Ts; f(+))) is given by:
D(x(To; f(+))) = max xr(To; f() —2(13; f(- , 2
(x(T2; f(-))) ;x(Tz;f(_))erlk(zf()) (25 £ (-))15% (2)

where 8, > 0, k = 1,n are the known scalar values and they fulfills equality > ,_; B = 1.
Value 0 = ®(z(1»)) is called guaranteed predictive error of the guaranteed predictive estima-
tion &(Ty).

Lemma 1. Let the conditions x9 > 0, k = 1,n for (1) are satisfied. The solutions of the system (1)
take form:

xk‘(t; f()) = exp {(,Ok(t; f())}7 te (07T2)7 k= L,n, (3)

where vector-valued function ¢(t; f(-)) = (o1(t; £(-)), ..., on(t; f(O)T, t € (0,T3) is the solution of
the Cauchy‘s problem:

do(t; £(+))
dt
Mathematical Modeling and Computing, Vol. 6, No. 1, pp.92-100 (2019)
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Proof. The equations are satisfied:

dInzy(t; f(+)) _ dry(t; f(-))
dt dt

Mt f(), t€(0,Tz), k=Tn

Let denote Inzy(¢; f(+)) = ¢r(t; (), t € (0,T3), k = 1,n and we obtain (4). This confirms satisfaction
of (3). [
3. Predictive estimation method

Theorem 2. The components of vector of the guaranteed predictive estimation &(T5) are calculated
by the formulas:

&1(T2) = exp {pr(T2)} coshoy,, (T2), k=1,n (5)

(and the guaranteed error of the guaranteed predictive estimation takes the form o =
> k1 exp{¢k(T2)} sinh oy, (12)Bk), where the guaranteed predictive estimations ¢y (12), k = 1,n an
the guaranteed errors oy, (T2), k = 1,n of the predictive estimation of functions ¢,(Ts; f(-)), k =1,n

satisfy representations:

(QD—I:(TQ) - @];(T2)) ) k= 17”7

DO | =

(o5 (T2) + ¢ (T2)) , 04, (T2) =

N —

or(Tz) =

or (1) =zl (1), ¢ (1) =a (), k=Tn,

ay (1) = max z(To; f(+), @ (T2) = min z(Ty; f()

k=T,
FO)ER, FOER,

s

Proof. The set G is bounded, convex and closed therefore the set Fy is bounded, convex and closed

too. Thus we can find functions ik() € F, and fk() € F,, k = 1,n for which the next equalities are
fulfilled:

—k

ot ai(To; f() = ap(To; f () = 2f (T2), k=T1n,
min @ (To; £() = 2 (To; 7)) = 2 (Tn), k=Tn.

o (T2 f (1)) EQK
We present the expression (2) in the following form:
max (T ; ) — (T : .
:?:k(Tg;f(.))er| k(To; f() — Zx(Tos £(0))]

ar(To; f(4) — a2y (To), at ap(To; () = 5 (2 (T2) + z (T2)),

o (To) —ap(To; f(), at ap(To; () < 5 (2 (T2) + 2, (T2)).

N~ DN =

The last ratio can be presented as:

fk(Tng”z(l-}){)er |5’3k(T2; () = z(To; f(.))‘

(x,j(Tg) — x;(Tg)) +

N =

On the basis of (2) and (6) we obtain equation for the functional ®(x(Ts; f(-))):

2
k=1

Dl FO)) = 3 |5 (af () = i (1) + [T F) = (el (72) = 5, (12) | 3
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We can find the formulas to finding component of vector of the guaranteed predictive estimation z(75)

and the guaranteed error from the last expression:

ip(Ta) = = (zf (To) + 2, (T2)), k=Tn,

N =

0 =53 (o (1) — 2 (1)) B

On the basis of (7), (8) and (4) we get:

1 +
o= 5 ]; <eﬂpk (T2) + ek (T2)> 5]@
Since
op (T2) = Pi(12) + 04, (12), @, (12) = ¢u(T2) — 0, (T2), k=1,n,
thus we get

=1} (T4 (B) _ (T2, (1),

k=1
n

_ N )L

5 (empk (T2) _ e~ %%k (T2)) B = Zexp {(ﬁk(Tg)}Slnh Ty, (T2)/8k7
k=1

1
2(Ty) = % (e@“(TQH“% (1) 1 fr(T2)=00; (T2)>

= AL (o) =) = oxp {@u(T)) coshio, (T). k=T

The theorem has been proven.

Theorem 3. The set I, also has the form:
Fy={f(): f() € Gy x Ga},

G ={f0): lpilt: F() = @) < :(t), t € (0,T1), i = T,mo},
where ¢;(t), i = 1,ng, t € (0,71) are the solution of the Cauchy‘s problem (4) and

1

pi(t) = 3O+ (0), 80 = 50 (O~ (), teO.T), i=Tm,

y; (6) =In (yi(t) —wi(t)), w7 (t) =In(yi(t) —v;(t)), te(0,T1), i=T1ng.

Proof. Since the inequalities satisfy:

—0i(t) S mi(t; f() —wi(t) < —w(t), te€(0,T1), i=1n,

S yi(t) —vi(t) < it £() <wit) —w;(t), t€(0,T1), i=T1,no,

we have expression:
In(y;(t) —i(t)) < @ilt; £(-)) < In(yi(t) —v(t), te(0,T1), i=1,no,

Mathematical Modeling and Computing, Vol. 6, No. 1, pp. 92-100 (2019)
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ie.
yi () <@t f() <y (), te(0,Th), i=Tno
On the basis (9) the last inequalities take the form:

{ @it f(-) < @ilt) + (1), fe 0.1y, i—Ti.
@it f(-) = @i(t) — 4i(t),

<~ |90i(t; f()) - @Z(t” < 5i(t)7 te (07T1)7 i = 17—”0
The theorem has been proven. [

To define the matrix-valued function ®(¢,s), t € (s,12), s € (0,73) in the form of the solution of
the Cauchy‘s problem:
dd(t, s)
dt

=A@)®(t,s), P(s,s)=E, te(s,Tr), se€(0,Tr),

where E € R"*"™ is the identity matrix.

—

Let (o(T1), %), k = 1,n are the guaranteed estimation of values (¢(T1; f()); ¢¥), k = I,n, where
g =TTy, T1)ek, k=1 n.

L —

Lemma 4. The next equalities are fulfilled for the values (p(T1),g*), k =1,n:

i4(T>) = exp { (p(T1), ") + Ux(Ts) } cosh o, (T2), k=T, (10)
where
qﬁk(T2) = % |:f(H;2}C(¥2 (¢k(T2§f('))’ek) + f(I.r)lénGQ (T;Z)k(T% f())vek) ’ k= In
and ¥(t; £(-)) = (W1t )y 0nlt; ()T, t € (T1,T2) is found as the solution of the Cauchy's
problem:
WETOD) _ Ayt 70) + BOIW), 1€ @1, 9T, 10) =0

Proof. The next expression is fulfilled at some point in time ¢ € (77, 75):

p(t; () = @t T)e(Th; £() + (& f(), ¢ e (T, Ta).
Thus we get:
er(To; £() = (e(T1; £ (), %) + ¥(To; £(4), k=T,n.
The next representations are satisfied for components of vector of the guaranteed estimation ¢(T5) =
(21(T2), -, ¢n(T2))": -
or(Te) = (p(T1), %) + Un(T2), k=T,n. (11)
Applying (11) to (5) and we obtaine expression (10). The lemma has been proven. [

Corollary 1. The set G is bounded, convex, closed and centrally symmetric with respect to certain
function f(t), t € (0,T2). Thus we obtain:

&k(Ti) = (&(T2)7ek)v k=1,n,

where vector-valued function zﬁ(t), t € (Th,T>) is the solution of the Cauchy‘s problem:

% = AWY(t) + BO) (1), te(T,Ta), $(Ty)=0.
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4. Algorithms for finding approximate predictive estimation

Now let us investigate the problem of finding the approximate predictive estimation of the values
2, (To; (), k = 1,n under uncertainty.
Denote Fi, as the approximation of the set Fj:

Fiy = {f(): I,(f(-)) <+*} x Ga,

where .
2
— 2
LG = [ aolro - folfa Z / plts F()),€) = o)t
g3(t), t € (0,Ty) is the non-negative continuous function on the time interval (0,7%), f(t ) € (0,T»)
is the known vector-value function in Ly(0,T3) (moreover the functions ¢2(t), f(t), t € (0,Ty) and

constant y2 are chosen in such a way that the condition F, C F, fulfills); the functions &; 2(t) and
@i(t), t € (0,T1), i = 1,ng are calculated by (9).

Definition 2. The set Iy, is called approximate a priori set of F.

Now let us find the guaranteed predictive estimations of values o (T%; f(-)) = (p(Ta; £(+)), €¥),
k =1,n for the approximate a priori set F},.
On the basis [9] these estimations take the form:

k(o) = (p(T),€), k=Tn, (12)

and the guaranteed errors for estimation fulfill the next inequalities:

0o (T2) < (¥, P(To)e*), k=T,n. (13)

Here
or1(t), te (0,T1),
() = Al() (0,T1) E—TT
Ora(t), te (Th,Tr),

are found as the solution of the Cauchy‘s problem:

n

d(ﬁz(t) = Z (A(t)ek7 ej)(’bkl(t) + (B(t)f(t), ek) + 5,%(75) (@k(t) — D1 (t))’ te (0,71},
P11 (0) = hﬁé, k=T,

d¢Zi(t) = ; (At)e", &) @ra(t) + (B F(1),€), te (Ty,Ty),

Or2(T1) = ¢ (T1), k=1,n,

matrix-value function P(t), t € (0,T2) is calculated by formulas:

{ Pi(t), t € (0,T1),

PO=\ p. te mum),

dpc}t(t) = A()Pi(t) + PLAT () — PAOH Q) HPi(t) + i (DE, t€ (0,T1), Pi(0) =0,
dP;t(t) = A()Py(t) + Py () AT (1), te (T1,Ty), P(T1)= Pi(Ty),
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1 0 0 0
0 1 ... 0 ... O . .

H ={h;;} = , hij =20, i=1,n9, j=1,n,
0 o ... 1 ... 0

Q(t) = dia‘g (6%@)7 s 757210(t))7 te (07T1)7

and &;;, 1 = 1,n9, j = 1,n is Kronecker delta.
On the basis (12) and (13) components of the guaranteed predictive estimation z(7%) is calculated
by formulas (5).

5. Results of numerical experiment

The results of building guaranteed predictive estimation for the model of the information spreading
of one type messages process in society are given as an example. The problem of constructing and
model analysis of the information spreading process in the form of the differential equation system was
considered in works [2,7,10-14].

Let us consider a certain social community. Suppose, a community is influenced by one sources of
information at some point in time ¢ € (0,73). The numbers of people who have accepted the information
messages the information flow depends on external influence and interpersonal communication. This
process is modeled as one ordinary differential non-linear equation.

Let us denote a(t), t € (0,7%) the known intensity of communication at some point in time ¢ €
(0,T3); f(t), t € (0,T3), f(-) € L2(0,75) the unknown external influence at some point in time
t € (0, Ty); x(t; f(+)), t € (0,T%) the numbers of people, who have accepted the information messages
from information flow at some point of time ¢ € (0,7%). And the x(0; f(-)) satisfy the inequality
2(0; £(-)) = 2% > 0. Time variable of value z(¢; f(-)), t € (0,T3) we describe by Cauchy'‘s problem:

%{(.)) = (at)Inz(t; f()) + FO)z(t; £(), te€(0,T), (0;f()) =a’. (14)

Suppose that y(t), t € (0,71) are the known observations of the function x(t; f(-)), t € (0,71) with
the certain f(t), t € (0,71):
y(t) = z(t; f() + o), te(0,T), (15)
where v(t), t € (0,71) are the unknown observed error.

50

x t; f%t;;, 30 . ettt
-Z 8]0 t ) 25 ol
20
15
10 10
50 5
% > 2 o 8 mt % 2 4 6 8 mt
a b

Fig. 1. Guaranteed predictive estimation for the model (14), where dotted line is for z(¢; f(-)), t € (0;10), full
line is for observation y(t), ¢ € (0;8) and guaranteed predictive &(¢), t € (8;10), symbols ‘+’ is for margin of
error guaranteed predictive estimation &(t), ¢ € (8;10).
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The results of building guaranteed predictive estimation for the model (14) where parameters
satisfy: T1 = 8, Ty = 10, z(0; f(-)) = 30, a(t) = —0.0006t, ¢3(t) = 1, f(t) = 0, t € (0;10) and
observation (15) (random v(t), t € (0;8) to be normally distributed N(0;16)) are presented in Fig. 1a.

The results of building guaranteed predictive estimation for the model (14) where parameters
satisfy: T = 8, Ty = 10, z(0; f(-)) = 30, a(t) = —0.0006t, ¢3(t) = 1, f(t) = 0, t € (0;10) and
observation (15) (random v(t), t € (0;8) to be normally distributed N (0;36)), are presented in Fig. 1b.

Based on the analysis of the graphs, it can be concluded, that the algorithm gives the sufficient
guaranteed predictive estimate in case of significant observed errors.

6. Conclusions

We have developed a novel approach to algorithm constructing for guaranteed predictive estimation
for models with Gompertzian dynamics in the case of continuous observation. Moreover, we have
investigated the case of supporters of both information flows with known system parameters for given
equations. In addition, we have considered the case of supporters of both information flows with known
system parameters. The numerical experiments of building guaranteed predictive estimation for the
model of the information spreading of one type messages process in society are given as an example.
The analysis of these results has demonstrated the practical meaning of the obtained approach. The
obtained results can be useful for special case of information spreading process models.
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NapaHTOBaHI NPOrHO3HI OLUIHKU PO3B‘sA3KIB cucTteM audepeHuianbHNX
piBHSIHb i3 aAnHamikoto Nomnepua

Haxkoneunwuit O., 3iapko I1., [IleBuyk FO.

Kuiscoruti Hauionasvrud yrnisepcumem iment Tapaca Illesuenka,
6ys. Boaodumupcoka, 64/13, Kuis, 01601, Ykpaina

Y poboTi KOCTiMKEHO MATEMATHIHY MOJIETb ¥ (DOPMI crcTeMu HeHITHIX qudepeH iaib-
HUX DPiBHAHB i3 jguHamikoro [ommepria, sfika Moxke OyTH 3aCTOCOBaHA JJIs MOJEJIIOBAHHS
[IPOTIECIB, IO MIBUIKO 3pOCTAIOTh 3a dacoM. ChopMyIp0BaHO Ta PO3B’SI3aHO 3a/ady 3Ha-
XO/[PKEHHsI FapaHTOBAHUX IIPOTHO3HUX OIHOK JJIs CHUCTEM JudepeHIiaJbHUX DIBHAHb 3
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pe3y/IbTaTh BU3HAYEHHS T'apaHTOBAHUX MPOTHO3HUX OIIHOK JIMHAMIKN MaTEMaTUIHOI MO-
JieJTi TIOMUPEHHS OHOrO BULy iHMOpPMAIIl B COIyMi.
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