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This paper addresses the consensus control design for multi-agent systems with input
time delay, which is unknown but bounded. Descriptor transformation is used to obtain a
model without delay for closed-loop individual agent. The sufficient conditions for global
consensus under directed communication topology are identified using Lyapunov—Kra-
sovskii functional. To analyze the stability of the networked multi-agent system based on
the relationship between the agents, the Lyapunov function method using corresponding
comparison system is used. The effectiveness of the proposed control design method is
demonstrated by a numerical simulation example.
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1. Introduction

A multi-agent system (MAS) is used as a model of a large number of controlled complex systems with
network structures, such as robotics and manufacturing systems, logistics systems and supply chains,
distributed computing systems, and many others.

Among the networked MAS control problems, the problem of consensus control is of particular
interest and attracts the attention of a large number of researchers. The main aspect of the consensus
problem is to make the MAS network reach an agreement of pre-specified variables in a cooperative
way using local information in the form of distributed protocol. Numerous results have been reported
in the literature for the design of distributed consensus protocols for MAS, see [1,2] and references
therein.

The structure of MAS is described by communication topology model in the form of directed graph
with nodes described controlled individual agents, and the edges represent transfer of information
between them. Control of MAS is carried out on the basis of a consensus protocol [3], which refers to
the formation of local agent control based on the comparison of the information on the state of the
agent and its neighbor states, in accordance with communication topology. The consensus problem in
MAS is to align states of individual agents to each other by constructing such a consensus protocol
which ensures bringing the states of all agents to the same constant value.

Generally, the consensus protocol is chosen as linear feedbacks deviation states or outputs of the
corresponding agent from the weighted average of the state vectors or outputs of its immediate neigh-
bors. In this case, the problem reduces to finding a set of feedback gain matrices from the condition
of stability of both individual controlled agents and the system as a whole.

The usual approach to solving such a problem is to construct an extended dynamic model of MAS
with respect to the composite systems state vector composed of state vectors of individual agents; thus
to construct a model uses the concept of the Laplacian of communication topology graph. At that,
the MAS dynamic matrix is described by the Kronecker product of the corresponding matrices [4]. In
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this approach, a consensus control synthesis based on the conditions of stability of a high-dimensional
matrix of special structure and associated with certain computational difficulties.

Time-delay is an important feature that should be taken into account when solving the MAS
control problem, it is almost inevitable and its presence can lead to undesirable performance and
even to instability. Its relevance does not decrease for MAS, and as first shown by Olfati-Saber
and Murray [5] it can prevent the network to reach consensus. In this paper, authors had started
the analysis of conditions of consensus attainment in MAS with constant uniform time-delays and
provided a necessary and sufficient condition for the upper bound of time delays under the assumption
that all the delays are equal and time-invariant, later their research was expanded for different types
of delays. Sufficient conditions were given in [6] for average consensus with constant, time-varying
and nonuniform time delays. In [7], the output consensus for MAS with different types of time delays
including communication delay, identical self-delay, and different self-delay was studied. In [8], discrete-
time multi-agent systems with dynamically changing topologies and time-varying communication delays
were considered . In [9], the Artstein reduction method was applied to deal with continuous-time MAS
with delay, which is constant but unknown, and further endeavors are made to ensure the extra
integral term of the system state due to the uncertainties using Lyapunov—Krasovskii functionals. By
transforming the Laplacian matrix into the real Jordan form, the global stability analysis was put in
the framework of the Lyapunov stability theory.

In this paper, we consider a decentralized approach to consensus control synthesis, including local
stabilizing controllers design for each agent of the networked system and synthesis of consensus con-
trollers to ensure the conditions of agent‘s coordination. Synthesis of local regulators for individual
agents is based on the method of invariant ellipsoids [10] and reduced to solving a system of linear
matrix inequalities. To analyze the stability of the MAS taking into account the relationship between
the agents, the method of vector Lyapunov functions is used [11,12], which leads to the problem of
reference system stability analysis, the dimension of which coincides with the number of agents. At the
same time, the synthesis of consensus controllers is performed using the obtained stability conditions
for the reference system for given consensus protocol. Thus, the decomposition approach to consensus
control problem in MAS, in contrary to traditional solutions, leads to the stabilizing and consensus
controllers design problem of the reduced dimension, which is essential for complex network structure
systems.

2. Problem statement

Consider MAS as a network of IV agents with linear or linearized dynamics in the discrete-time setting,
where the dynamics of the i-th agent are described by discrete state equations

where £ = 0,1,... is time instant; x;(k) € R™ is the state of i-th agent at the time k; u;(k) € R™ is
control input; A € R™™ and B € R™*™ are constant matrices with (A, B) being controllable; A;(k) > 0
is the input delay, which is assumed unknown but satisfies the inequality 0 < A;(k) < A***, where
A is known. The initial values are given by z;(0),u;(—1), ..., ui(—A").

The communication topology of MAS network is represented by directed graph G = (V, E), where
V ={1,..., N} is the set of nodes (i.e., agents) and E C V xV is the set of edges, reflecting information
transfer between agents. An edge (7,7) in graph G means that agents ¢ and j exchange information.

As far as information is exchanged between every two agents which are connected by one edge
through the communication channel, it is necessary to take time delays of message transmission into
account. The i-th agent can use its own state information directly without delay, and its neighbour‘s
lagged states

N

ui(k) = 5;K; Z dij(zi(k) — 2k — Nij(k))), X = %, (2)
j=1 Zj=1 dij
i i
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where D = {d;;} € RV*V is the adjacency matrix associated with graph G; A;j(k) > 0 is information
delay between nodes i and j; K; € R"™*" is the state feedback control gain matrix to be determined,
this kind of protocols have received many attention in studies [13-15].

Consider consensus problems for second-order linear systems, where the time delay affects only
the state information that is being transmitted. However, the consensus for protocol (2) for a general
system with nonuniform time delays remains unknown.

For MAS (1) the protocol (2) is said to solve the consensus problem if

l|lzi(k) —z;(k)]| =0 as k—o0 Vi,j=1,N, (3)

that reflects the conditions of coordinated behavior of individual agents.

Thus, the consensus problem of control is to select matrix K;, which ensure stabilization of the
closed-loop subsystem, stability of controlled MAS altogether and the fulfillment of consensus condi-
tions (3). In addition, it puts forward the requirement of control synthesis procedures decomposition
providing for independent determination of these matrices based on the aggregation of local agents
control subsystems.

3. Descriptor model of networked MAS

Substituting protocol equations (2) into system (1) yields the following system

N
7=1
J#i

The local performance criterion in the case of an infinite time horizon is chosen in the form
Tik) =Y B (2 (Wi ai(t) + uf ()Wiu (1)) (5)
t=~k

where W7 € R™™ and W} € R™*™ are positive definite diagonal weight matrices; 0 < f < 1 is
discount coefficient.

If during the construction of control objects models additional state variables are introduced that
are algebraically related to the main variables, the systems are called descriptor models [16]. Due to the
presence of additional algebraic relations between state variables, descriptor models acquire properties
that are not characteristic of the traditional way of describing systems, which provides the developer
with additional capabilities.

In order to obtain a model without delay, perform the descriptor transformation [17] of the
model (4). Introduce an additional variable y;(k) = x;(k + 1) — x;(k). It is easy to verify that

equality holds
k—1

wi(k = N\g(k)) = wa(k) = > y;(0). (6)

I=k—AJ1o®

The closed-loop model (4) taking into account (6), is represented in the form

z;(k) + yi(k)

l‘l(k‘ + 1) . N k=1
00 | = |~uik) + (A =1, + BK) (k) + SiBK; 3 dij( — (k) + TONEY
n j=1 I=k—\paz
i

where 0,,x.» and I,, are zero and identity matrices of the corresponding dimension.
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Introduce a composite state vector &;(k) = col{z1(k),...,zn(k),yi;(k)} of the descriptor model (7)
with notation:

) 0 .. 0
E= n nxn nxn:| e R2nX(N+1)n,
_Onxn Onxn e Onxn
AL In Onxn T Onxn In 2nx (N+1)n
X = €R ,
_A -1,+BK;, —-dpX,BK; --- —-d;n2;BK; -1,
n. [ OTLXTL 2nxXn
B; = B Kz:| eR .

Finally, get the descriptor model of the node with control (2) in the form

k—1
E&i(k +1) = Ai&i(k) + B, Zd“ >y, (8)
7j=1 I=k— Am‘“”

J#i
Thus, if the sequence z;(k), k =0, 1, ... is a solution to system (1), then the sequence &;(k), k = 0,1,...
is a solution to system (8) and vice versa.

4. Synthesis of consensus control

In order the gain matrices choosing we use an approach that is based on the sufficient conditions for
stability using the Lyapunov—Krasovskii functional (LKF) for each i-th agent. Define the block matrix

P 0 0 -~ 0

Py, Py 0 --- 0
p,=|0 0 I - 0|,

0 0 0 - I

where 0 < Py = Prlf € R™" Py, P3 € R™™ and construct the LKF for the descriptor system (8) in
the form

Vi(k) Z ), (k) = B¢ (R)EP; E&(k) = B af (k)Pyaq(k), (9)
J#Z
—1
Yy Z yi (0Ziy;(t), Z;=7] =0, j=1LN, j#i. (10)

r=— )\m“zt k+r

Calculate the first difference by & LKF (9)—(10) due to the system (8)

AV (k) = VE(k + 1) — Vi (k) = B*| BT (k) (A + BK;)" Py (A + BK;) 2(k)

N N

Jj=1 Jj=
J# J#
N
+62dw 2] (k)i BKy)" PiSBK; Y dija;(k) — af (k)Prai(k) |,
=1
J#Z %#i
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k—1
AVY(R) = V3 +1) = VI(k) = B* ooyl (020500 = Y uf 0)Z05(0)]
t= k—)\?;”

= 8% [Nyl () gy (k) — ] (1) 2 (k) + af (k = N Zye; (k= Ao

As a result, in the case i = 1 was received

AVi(k) = AV (k +ZAVf§ = BFsT (k) TN s1(k),
j=2

where sl(k;):col{xl(k),Bleg(k), L BKyan (k) w2 (k— N99) o (k— A1aT) o (k), ,yN(k:)};

[BUTP 10, — Py —BdioX1 TPy - —BdinS1P{P1 Op(n—1)n Opx(N—1)n |
* Bdiy¥3P1 —Zy -+ —BdipdinETP1 Opy(N—1)n Onx(N-1)n
F( qrjmm) = * * ) 2: OnX(N—l)n OnX(N—l)n ,
* * *  BdinyYiP1 —Zy OnX(N—l)n OnX(N—l)n
* * * * Z O(N—1)nx(N=1)n
i * * * * * Z
the symbol “%” denotes the corresponding block in the symmetric matrix of the inequality; ¥y =

A +BXKjy; Z = blockdiag{Zs, ..., Zn }; Zx = block diag{ \[¥"* Zs, ..., \[W"Z }.
The stability condition is a decrease of the LKF (9)—(10) value on the trajectories of system (8)
over time with a certain guaranteed rate determined by the current value of criterion (5)

AVi(k) < =B} (k) (W] + Kf WK, )2 (k). (11)

Summing the left and right sides of inequality (11) from 0 to oo, we obtain

-1
Jik) < 2T (0)P1(0) + Z(Amfw Ziyi(0) = 30 T OZyi(1), (12)
t=—)\maz
J#Z N
that is, LKF (9)—(10), calculated at the time instant k& = 0, determines the upper boundary value of
criterion (5). Then the consensus control synthesis problem is equivalent to
u;(k) = arg minV (0). (13)
ui(k)
The classical approach to solving the control synthesis problem that minimizes the quadratic quality
criterion is based on the solution of the Riccati algebraic equation and guarantees an optimal solution
for arbitrary initial conditions. By this, the control obtained as a result of solving problem (13) differs
from the classical one. Modify proposed approach to the purpose of initial conditions elimination,
using invariant ellipsoid method [10].
The ellipsoid described by the equation

£(Q) = {x e R™: 2T (k)Q; (k) < 1}, (14)

where Q; € R™ "™ is matrix of the ellipsoid, is called state invariant for the considered system if any
trajectory of the system, starting in an ellipsoid, remains in it for any time instant k& > 0.
By analogy with (14), define a family of ellipsoids that are invariant by state with delay

eit(R;) = {:g eR™: zf (k— )R a;(k —t) < 1}, t =1, \maex, (15)

) 1]
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The sum and difference of ellipsoids is considered in the sense of the sum and difference of sets according
to Minkowski [18]. Then the sum of the invariant ellipsoid (14) and the family of ellipsoids (15) can
be considered as an approximation of the reachability set of the descriptor system (8), i.e., it allows
characterizing the influence of external perturbations and time delays on the system trajectory. The
second term in the LKF (9)—(10) can be represented as

-1

V() = BF | Nporal (k) Ziwi(k) — Y @ (k—t) Zjzi(k — )] (16)

t:_)\;?az

A comparison of expressions (9) and (14), as well as (16) and (15), allows us to state that if the
conditions are satisfied

:Qi_la Z—R_a j:17N7 ,77&1 (17)

then the sum of the ellipsoid (14) and the family of ellipsoids (15) represents a set that can be considered
as an upper estimate of the level set of the LKF (9)—(10).

Thus, the problem is reduced to constructing a controller that ensures minimization, according to
some criterion, of the sum of invariant ellipsoids. As a criterion, the sum of the squares of the ellipsoids
semiaxes is selected, that is, the sum of the trace of the matrix Q; and the traces of the matrices R;.

The result of solving the consensus control synthesis problem for MAS with unknown but bounded
delays is presented in the form of a theorem.

Theorem 1. For descriptor system (8), if the matrices Qi € R™" Y, € R™"™ and Rj e R
j =1, N are obtained as a result of solving the problem

N
trQ; + Z trR; — min (18)
j=1,#1

under constraint on matrix variables 0 < Q; = QZT e R™™ Y, e R™*" and 0 < R; = R;-F e Rxn

Qi B2(AQI+BY:) P O (N—1)n O (N—1)n Onxn  Onsm
* - OnX(N—l)n OnX(N—l)n OnX(N—l)n levflv§ YlT QlL5
* * -R ON=Dnx(N=1)n  O(N—Dnx(N=1)n  ON—1)nxn  O(N—1)nxm
* * * ON—1)nx(N—1)n  O(N—1)nxn  ON—1)nxm | 205
* * * * R ON-1)nxn  O(N-1)nxm
* * * * * —In 0n><m
| x * * * * * —Ln ]
(19)
where
1 1
o, = [(mlgzl)mg | oo | (ﬁlezl)iRN} . R, = block diag {\T%Ry, ..., AT9TR \ 1 |
R= blockdiag{Rg, . ,RN},
then:
i) for any initial state values the closed system (8) is asymptotically stable;
ii) among all consensus protocol of the form (2), a protocol with a control gain matrix
K; = Y;Q; " (20)

affords a minimum to the sum of the invariant ellipsoid (14) and the family of ellipsoids (15) by the
criterion of the matrix trace.
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Proof. Let represent inequality (11), which ensures the decrease of the LKF (9)-(10) along any
trajectory of system (8), in the form of a linear matrix inequality (LMI), which can be written as the
sum

Bt
(Bd12%1)21,,
| Pu[Bre (Bdes0in o (BAEDI Ouxvenn Onx(v-n]
(BdinX1)21,
O(N—l)nxn
L O(N—l)nxn J
_Pl_W%_K?W%Kl Onx(N—l)n OnX(N—l)n OnX(N—l)n
n * —Z Ov—1nx(N-1)n ON—1)nx(N-1)n | < o
* * Z O(N—l)nx(N—l)n N
* * * 7y

Consider the matrix variables Y; = K;Q;, then, by virtue Q; > 0, the matrix K; is restored monose-

mantic as K; = Y; Q_ . Using the Schur complement lemma [19] and applying congruent transfor-
matlon to the obtalned mequahty matrix using the block-diagonal matrix block dlag{In, Py L Z2_ ey
Iy Z2 A Z2 e 1} we represent the inequality as LMI (19) taking into account (17). The

upper boundary value of the quality criterion in (12) depends on the initial conditions of system (8).
To eliminate this dependence, we apply the approach proposed in [20]. Suppose that the initial state
of each agent is arbitrary, but belongs to an ellipsoid

gi(Qi) = {z e R": ] (=k)Q; 'ai(—k) < 1, k=0,1,..., A"*},

whose matrix is calculated as a result of solving the problem (18) under constraint (19). Thus, if the
indicated problem has an acceptable solution QZ, Y; and R], j = 1, N, then descriptor system (8) is
asymptotically stable. ]
Remark 1. Since the descriptor system (8) is equivalent to the closed-loop system (4), the solvability
of problem (18) also guarantees the asymptotic stability of input-delayed multi-agent system (1) as
well as the control law in the form

N

wi(k) = S Q) dij(wi(k) — m(k — Aij (k) (21)
7j=1
J#i

ensures that the consensus condition (3) is satisfied.

Remark 2. The optimization problem (18) under constraint (19) is a semidefinite problem and is
solved numerically using freely distributed software packages developed on the basis of the MATLAB
environment, for example, the cvx [21].

5. Stability analysis of networked MAS

To analyze the stability of the networked MAS based on the relationship between the agents the
method of vector Lyapunov functions [11]| using corresponding comparison system [12] is used as it

was proposed in [22]. Introduce composite vector z(k) = col{z1(k),...,zn(k)} as a state vector of
considered MAS and construct vector Lyapunov function (VLF)
Vieet (k) = col{Vi(k),...,Vn(k)}, (22)

components of which are LKF of local agents in the form (9)—(10). Using VLF (22) a general Lyapunov
function for overall MAS is constructed
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N
V(k)=> piVi(k) = PVieur(k), P=raw{pi,...,pn}, pi>0. (23)
=1

In accordance with [12], the linear aggregated comparison system, associates with a set of agents of
MAS, defined by difference equations

v(k+1)=Av(k), v(0)=V(0),

n(k) = Puk), (24)

where v(k) € RY is comparison system state vector; v(k) is scalar function, which is the output of the
comparison system; A € RV*N is comparison system dynamics matrix.

Matrix A elements may be treated as follows: the diagonal elements [A];, i = 1, N give an upper
bound of i-th agents transmission coefficients, and each elements [A];;, i,j = 1, N, j # i give an upper
estimate of the coupling coefficient between i-th and j-th agents. To calculate the matrix A elements,
the approach proposed in the work [22] is used.

Vector (22) and general (23) Lyapunov functions of the MAS under consideration satisfy the in-
equalities

Vieet(k) < v(k),  V(k) <n(k).
Thus, comparison system (24) components dominates vector (22) and general (23) Lyapunov functions.

As a result, the stability of linear aggregated comparison system (24) guarantees the stability of
considered MAS. Therefore, if the stability condition

p(A) < 1, (25)

where p(A) is spectral radius of comparison system (24) dynamics matrix, is satisfied, the networked
MAS is Schur stable and, consequently, the consensus control (21) ensures the fulfillment of the target
condition (3).

6. Numerical example

As an example, consider discrete MAS of 6 agents, which was studied in [23] and the solution of
consensus control problem, using proposed descriptor model approach. The communication graph
describing networked MAS structure is shown in Fig. 1.

The adjacency matrix of MAS communication topology

()

01 1 1 01

1 01 000

1100 00

e D= 1 00010

0001 01

1 0 0 0 1 0]
e o Dimensions of the model are: n =2 and m = 1. The agent
dynamics and the consensus protocol are given by (1) and (2),
Fig. 1. Structure of the MAS. respectively, with A = 01 1102 , B = "1, The maximum

value of information delays are \]*** = 1,4 =1,...,6. All agents are Schur stable and controllable.

The initial conditions are chosen equal to: z1(0) = [100;100]T, 22(0) = [60;60]™, z3(0) = [20;20]T,
24(0) = [-20; —20]T, 25(0) = [-60; —60]", 26(0) = [~100; —100]T, z;(—t) = =;(0), i = 1,...,6,

t=1,..., A"

As a result of solving problem (18) under constraint (19), feedback control gain matrices are cal-
culated for each of the agents in accordance with (20): K; = [—0.547; —0.582], K; = [—0.702; —0.709],
i=2,...,6.
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The vector (22) and general (23) Lyapunov functions were constructed for the considered system.
The values of the elements of the dynamics matrix A of the comparison system (24) are determined

with accordance to [22]:

[0.731 0.111 0.169 0.111 0 0.127]
0.144 0.685 0.201 0 0 0
A~ 0.062 0.056 0.631 0 0 0
0.144 0 0 0.792 0.144 0
0 0 0 0.111 0.646 0.127
10.109 0 0 0 0.109 0.462 ]
The eigenvalues of the dynamics matrix A are {0.995; 0.831; 0.631; 0.595; 0.549; 0,345}, at that,

condition (25) is fulfilled and matrix A is Schur stable. Consequently, the networked MAS with given
input delays is also stable.

The diagonal weight matrices of local criteria (5) are chosen W¥ = diag{0.1; 0.1} and W} = 0.1,
i=1,...,6; discount coefficient is 8 = 0.9.

Example 1. The delay values \;j(k) € {0,1}, 4,5 = 1,...,6, j # 4 in each period were randomly
selected. The Fig.2 shows graphs of the first state variable of each agent x;;(k) and the residuals
vin (k) = Z;V:Lj# dij(xin(k)—xj1(k—Xij(k))), i =1,...,6 determined with accordance to the consensus
protocol (2). Obviously, the decrease in values indicates the consensus attainment, that is, the control
goal is achieved.

100 § o z11(k) 600 §
80 (
60 E - 400
:“ 40 + ( T 200
. 20 ( -
0t ] — 0
[ , I |
540 | - -200
= -60 S 400
-80
-100 ¢

-600 ¢

15

Fig. 2. Simulation results.

Example 2. A local set-up as a constant reference state 7 = col{100; 0} is applied to the state
of the first agent. The Fig.3 shows graphs of the first state variable of each agent and the residuals.
Obviously, the consensus is also reached in this case.

100 § : : w : o z11(k) 600 § : : : : o v11(k)
xgl(k) V21(k)
* 31 (k) 400 * * v31(k)
41 (k) ©,\ | V41(k3)
+ w51 (k) © 200 + vs1(k)
o z61(k) - o ve1(k)
= —
0F 7
= =200 |
X |
-400
! -600 | \ ‘ | ‘
25 30 0 5 10 1];5) 20 25 30

Fig. 3. Simulation results.
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7. Conclusions

In this paper, the consensus problem of the multi-agent systems with input delays is solved with the aid
of the descriptor transformation of the closed-loop model and using the invariant ellipsoid method. The
sufficient conditions are derived for the closed-loop descriptor model to achieve global consensus using
Lyapunov—Krasovskii functional in the time domain. The obtained semidefinite programming problem
is solved numerically using freely distributed software packages. The significance of this research is to
provide a feasible method to deal with the consensus control for multi-agent systems with unknown
but bounded input delays.
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KOHCEHCYCHe KepyBaHHSI My}'Ile/laI'GHTHl/lMVl cucremamm i3

JIrobuuk JI. M., lopodees 1O. 1.

Havionarvrutd mexnivnut ynisepcumem “Xapriscokud nostmernivHud themumym.”,
sys. Kupnuuosa, 2, Xapxie, 61002, Yxpaina

V craTTi pO3IVIAHYTO 331249y KOHCEHCYCHOI'O KePYBaHHs MYJIbTHAN€HTHUMU CUCTEMAaMH i3
3ami3HIOBAHHAMN Ha BXO/Ii, AKi € HeBimommMmwu, ajge obmexkenmmu. Jleckpunropue mepe-
TBOPEHHSI BUKOPHUCTOBYETHCH JIJIsi OTPUMAHHS MOJIEJ 3aMKHYTOI'O JIOKAJIBHOT'O arenTa 0e3
3ali3HIOBaHb. 3a J0moMorow dyHkmioHama JIsnyroBa—KpacoBcbKOro BUSHaAYEHO HOCTAT-
HI YMOBHU JIOCATHEHHsI TJIOOAJHLHOTO KOHCEHCYCY B CHCTEMi, Jie B3a€MO/Iisi MiXK areHTaMu
BifnoBinae 3amaniit Tomosorii. st anamizy criikocTi Meperki B3a€MO3B'si3aHUX AreHTIB
BUKOpPUCTAHO MeTo, hyHKIii JIgamyHoBa, moOy/yBaBIId BiIIOBIIHY CUCTEMY MOPIBHIHHSI.
EdekTuBHicTh 3a1pOIIOHOBAHOIO METO/Iy CHHTE3Y KEPYBAHHS IIPOJIEMOHCTPOBAHO 33 JOII0-
MOTOI0 YUCETbHUX MMPUKIAIIB.

KnouoBi cnoBa: myasmuazenmua cucmema, KOHCEHCYCHE KePYSaHHA, JECKPUNMOPHA
Mmodeanv, pynryionan Jlanynosa—Kpacoscokozo, AIMIUHA MAMPUYHG HEPIBHICTY, 340040
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2000 MSC: 34K35, 90C22, 93D30
YAK: 519.71

Mathematical Modeling and Computing, Vol.6, No.2, pp.333-343 (2019)

version 2.1.

I'II,EI,XI,EI, Ha OCHOBI ,D,eCKpI/II'ITOpHOI MO,D,EJ'II



