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This work considers the methods of optimal linear extrapolation of the flight path of the
aircraft, which provide a minimum of the mean square of the forecast error with different
amounts of a priori information. The research is based on the canonical decomposition of
a vectorial random process. It is determined that the development of modern technologies
entails increasing requirements for quality and accuracy of control. However, since the
existing methods of linear extrapolation do not provide for the maximum accuracy of
the forecast due to the inherent constraints on the random process that describe the
motion of aircraft, this necessitates a further development and improvement of methods
for extrapolation of aircraft trajectories. The peculiarity of the developed methods for
extrapolation of aircraft trajectory is that they allow within the correlation model to fully
take into account the properties of a real random process that describes the motion of
aircraft at the landing approach stage. This provides for the maximum possible accuracy
of linear extrapolation with a variety of information support conditions. These methods
allow improving the safety of flights and the efficiency of aviation. Accordingly, new
capabilities of aircraft and other sophisticated technical systems can be further considered.

Keywords: canonical decomposition of random process, random process forecast, joint
linear filtration and extrapolation method, optimal method of consistent extrapolation.
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1. Introduction

The need for effective intelligence and combat operations in the East of Ukraine contributes to the
active introduction of advanced technologies in the development of aviation [1-3]. The level of flight
safety and the ability to perform a set task are determined by many characteristics [4-7]. The wide
variety of situations that arise in thecourse of control procedure, and the need for prompt adoption
of decisions compliant with various quality requirements, necessitate the comprehensive use of a rich
armory of mathematical models and methods [8-11].

The development of information technology entails an increase in the capacity of computer systems.
This makes it possible to introduce the prediction of random processes widely and in all fields of
science [12-16]. The methods that previously could not be applied due to computational constraints
are now being widely adopted [17-21]. Such methods include the forecasting based on canonical
decomposition of vector random process [22-24]. The application of such methods provides an ample
opportunity to obtain prognosis for complex and interdependent processes.

This article considers the improvement of the linear filtration and extrapolation method of the
vector random process for the task of predicting the vector random process based on an example
of predicting an aircraft trajectory at the approach stage. This method is based on the canonical
decomposition of the vector random process, and the forming of a mixed sequence of its components.
This would improve the accuracy of the random process prediction by 1.6 — 2 times.
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The sources [22-24] contain a consideration of the method of compatible linear filtration and ex-
trapolation based on complete a priori information about the process (Z(t), X(t)). In the framework
of this method the information about the random process (Z(t), X(t)) used in full scope, but this
extrapolator filter does not provide an absolute minimum of the mean square of the prediction error.

This process is optimal for measurement results g(u), p = 1,k but not for assessments i’(,u), w=1k.

The uncorrelated error of random processes g(u) and gz(u), p = 1,k causes the mismatch of the method
of compatible linear filtration and extrapolation in the implementation of the random process X (¢).
The elimination of this mismatch will further reduce the extrapolation error. This necessitates the
further development and improvement of the methods of compatible linear filtration and extrapolation
applied to solve the problem of predicting the motion of the aircraft at the approach stage.

2. Problem statement

o

We create a “mixed” random sequence {X'} = {)o((l), X (2),... ,)%(k‘), X(i=k+1),... ,;{(I)}, which

combines the data for the ¢ < k, and the data for the process ;{ (t) for k < i < I. In case with this
sequence, the standard method can be used to obtain the canonical decomposition, which is the basis
for creation of the prediction method.

Now, we shall consider the peculiarities pertaining to the process of creating such method for the
increasing k.

In the case k = 1, the random value X (1) (result of filtration multiplicity) is represented as follows:

X(1) = Pz(). M
In this expression the P; is the coefficient of optimal linear filtration, which is determined from the
condition M[|)O((1) - )0((2)|2] = min.
The properties of the value )O( (1) are determined by the ratios:
Ds(1) = PED-(1), (2)
R; »(1,i) = PIR.,(1,4), i=2,1. (3)

Now, we shall replace the random value X (1) in the sequence { X } = X(4), i = 1,1 by the random

(¢} [¢]
value X (1). This results in the sequence { X1} whose canonical decomposition is represented in the

standard manner .
3

X1(1) =YWV, i=T1. (4)

v=1

3. Method of optimal extrapolation for centered implementation of random process

The canonical decomposition (4) can be used as basis to implement the standard method of optimal
extrapolation of centered implementation of the random process X (¢) in the presence of the first known

value 2(1)

mV (i) = 2()sV () = 2PV (), i=2T. (5)
gfl)(i) is determined by the ratio:
D)= L R0, i=TT, (6)
DQ§1)

where D (1) = D@(l)
1

Mathematical Modeling and Computing, Vol. 8, No.2, pp. 157-167 (2021)



Optimal forecast algorithm based on compatible linear filtration and extrapolation 159

Accordingly, in the case with & = 1 the task is solved, since the above mismatch has been eliminated.
Now, we shall apply the idea of matched joint filtration and extrapolation for k£ = 2. In this case,

the random value )O( (2) is formed in the standard manner as follows:

X©2) = (1= Py (@) + B2 (2). (7)

xT

Accordingly, the sequence is determined completely as follows:

o

(X2} = {X(1), X(2), X(3),.... X(I)}.

[¢]
In case with the sequence { X2} the following canonical decomposition can be obtained:

X2(i) = Y QP i=T1. ®)
v=1

The method of optimal linear filtration and extrapolation is formed based on the canonical decom-
position (8) is represented as follows, under presence of the initial two measurements g(u), w=1,2:

m® (i) = 2(1)[s? (5) — <2 (2)s5? (i)] + 2(2)s2 (1)

[}
xT

= 2P (1) — s @) () + (1 = P ()57 ()] + 22 R (), i
In this case, the gfl)(2) is determined as the ratio (6), while the expressions for g,(,2) (1), v=1,2,i=3,1,

§£2)(2) are represented as follows:

I
E)O

~
—~

N
SN—

(P2 = Bell2) (10)
QP
ST ORI ' (11)
D )
@1
where D 2 (i) = Dz(1);
1
1
$)(0) = 5 [Raa(2,0) = Dpest” @7 ()], i =51, (12)
Qg '

where D ) = D;(2) — D [ @) (Z):| ’
ng) = Uz ng) S1 .

The analysis of expressions (7) and (12) shows that the coordinate functions gfl)(i) and gfz) (7)
appear to be coinciding for ¢ = 3,1. This is explained by the following facts. First, at the moments

i =1and i = 3,1 the sequence { )O( 2} has the same properties as the sequence { )O( 1}. Second, the
coordinate functions gfl)(i) and g}z) (1) are formed primarily in the canonical decompositions (5) and
(9). It is understood that for the same reason the functions P (i), v=1,2,i = 4,1, g}z)(2) of the
decomposition (9) coincide with the appropriate coordinate functions of the canonical decomposition of

the sequence {)0(3} = {;{(1), )0((2), ;((3), X(4),...,X(I)}, that is formed at the next stage of filtration,

k— . k— V).
o) (i) = Cu V) — ovt k)G (), <k, (13)
g glgu) (1)7 n= k.

Based on the above designation, the method (9) is then represented as follows:

mP (i) = 2(1)P1[C2P () + (1 — PyCc1V @) 02P ()] + 22 Rc2P (), i=31.  (14)

xT
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The resultant method of prediction creates the basis for formation of the random value )O( (3)
X(@) = (1= P)mP () + P32(3). (15)

The canonical decomposition of the sequence {)%3} = {)%(1),5}(2),)%(3),X(4), ..., X(I)} is repre-

sented as follows:

0= QWP (@), i=TT. (16)
v=1
The ratio necessary to determine the coordinate functions g,g?’) (1), v = @ =10,3,i=4,I, which
are used to form the prediction method, under the presence of Z( ), & = 1,3, and with account of the
properties of the elements of the canonical decomposition (4) and (8), i epresented as follows:
52)(2) for v=1,2, i=wv,I, 1i#3,
v—1
1 { (3) () (3)
R;(v,i) — ZD @ (v)s; (1) for v=1,2, i=3,
i) =1 Pow = (17)
v—1
1 ) (1)
Do [Rm(lf i) — ;DQ;S)% (v)s; (z)] for v=3, i=4,I;
L —
DQS/Z)’ v=12
D 3 = - (3) 2 (18)
v Di,(3) — z:lDQgg) <§j (3)) , v=3.
j:

As it has been presupposed, the coordinate functions of the canonical decomposition (18) necessary for
the prediction method at (k = 3) differ from the relevant coordinate functions of the decomposition

(18) only for the moment ¢ = 3, which determines the difference between the sequences {)0(2} and

{X3}.

4. Optimal method of joint filtration and extrapolation

Having completed the conversions analogous to those mentioned before, we shall obtain the optimal
method of joint filtration and extrapolation, under the presence of the measurements g’(,u), w=1,3

mP (i) = $(1)P1 [C3§3> (@) + (1 — Py)c1V(2)c3? (i)

T

+[e2P3) + 1P @)1 - P2 (3)] (1 - Py)esd (i)
+2(2)P2 [03“”)( )+ 0289 (3)(1 — P33 ’(i)} +263)P03P (i) (19)

The recurrent nature of the ratios (14), (15) and (20) allows us to make up the equation that
describes the functioning of the optimal linear extrapolating filter for the arbitrary number k < I of
the results of previous measurements g(u), pw=1,3

k
ml =mg (i) + Y 2P LP (@), i=F+11. (20)

T

,_.

n=
In this case, the weight functions L,S )( ), pw=1,k, i =k + 1,1 are determined by the ratio:

k
L) =Y NGOK V@), u=Tk i=k+11 (21)
J=H
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In turn, the C’k](-k_l)(i) is calculated by use of the expression (13), while the weights N, (j) are recog-
nized as the recurrent ratios:

L=

~1
N,(j) = : . 1y, . —
W)=Y SN @) -1 G) A - B), j=RTTE
v=p

(22)

(w)

The coordinate functions ¢’ (i), u = 1,k, v = 1,k, i = v, I, which are elements of the canonical
o o o

decompositions of the sequences {)O(u} = {;{(1), . ,)O((,u), X =p+1),... ,)%(I)}, p = 1,k, are used
as the source information for the expression LELk) (7). The said coordinate functions are determined by
the recurrent ratios as follows:

Cl(,u_l)(i), I/Zl,/L—l, Z:V7[7 Z#/La
v—1
1 { (1)~ (1)
Rx(V7Z)_ D (0) S5 (I/)C (Z) 5 V:L:u_ly 1= U
(i) = ¢ Pou ; @ (23)
v—1
1
_ [me,z) - DQ@)cj(-“)(u)c;“’(z)] v=p i=nTTT
) =1
DQ}(Jufl)a Vlzlnu_lv
D ) = — 2 24
Qi Di(p) = ) Do (s, ‘W), v=up (24)
J

The expressions for the definition Rz (v, u), Rix(v, 1), Dz (i) based on use of (12) are represented as
follows:

1—1 i—1
Di(i) = (1-P)* Y S R )RPLY V6LV (@) + P2D.(0)
=1 j=1
i—1 '
+ (1= P)P,Y R.(v,i)P,PRL{ (i), i=Tk (25
v=1
v—1p—1 ) )
Ri(v.p) = (1 - P)(1-P) Y Y R.(H)PRLY V)LD ()
=1 j=1
v—1 pn—1
. v—1 . —1
+(1=P)B, Y RGPV V() +(1 - B)P, Y R.(G.)PLY ™ ()
j=1 j=1
+PVP;,LRZ(V7ILL)7 v, b = 17k7 (26)
pn—1
R, )=(1-P R..(j.i)P; LWV P,R ; — 1k i=p+1.1 27
1‘71‘(:“7,5) ( ,u) Z Zr(jvl) ] (:u) + 1% Zw(ﬂvl)v M ) vy ? /L+ )L ( )
j=1

The expression for the average squared error of filtration based on use of the ratio (18) is represented
as follows:

k—1 2
Eg(k) =M U(l — P> Z(w)P() LV (k) + Pz (k) — X (k) ] :
pn=1

Having differentiated this expression based on P, and solved a relevant equation, we shall obtain the
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expression that can be used to calculate the optimal value Pj:

R1; + R2; — R3;,

"7 Rlp+ R2; — 2R3, + D, (k)’ (28)
where
k—1 k—1
Rly, = Dy(k) =2 Ro(u, k)LD (k)Pu=2) " Ray(p, k)LD (k) P,
p=1 p=1
k—1k-—1
+ 3 Ra(p, )LD (k) P,LYE D (k) Py,
p=1v=1
k—1k—1
R2, =Y > Ru(u,v)L (k) PLLY D (R)P,,
p=lv=1
k—1
R3p =Y Ry(u,k)LF ™V (k)P,.
pn=1
_______ RZ(Z"])
Rzm(iaj)a Za] = 1aI
|
w>k
Y
P, By
(), P (u+ 1), v =Tx Py, Py, v=Tk i=k+ 1,1
Cuu+1),v=Tx kM), v =Tk i=k+1,1
Nu(,ud)a v=1np Nl/(k)a V:]-;_k
LYu+1),v=Tnx LPG, v=Tk i=k+1,1

Fig. 1. Block diagram of procedure for determination of weight functions.
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The procedure used to determine the weight functions Lff)(k:), pw =1,k i=*k+1,1, (Fig.1)
and filtration coefficients P, u = 1,k is fairly cumbersome. This is due to the fact that, firstly, the
calculation of such coefficients is done with account of all previous history of the processes X (t) and
Y'(t) in the framework of the ideas about the nature of such processes; and, secondly, the calculation of

[A/Lk)(k‘), =1,k i=k+1,I and Py, n= 1,k is done with account of the property of random values

o R
X(p), p=1k.

It should be kept in mind, however, that the said parameters of the method (14) can be calculated
in advance. This also applies to the previous methods of prediction presented herein. Accordingly, the
method (14) does not impose any restrictions with regard to calculation, and can be implemented in
present-day onboard computation complexes.

The error of single extrapolation when using the method (14) is represented as follows:

o) =mP()) - m®P @)~ Y Vi), i=k+1,1. (29)
v=k+1

As before, the variance of extrapolation is equal to the a posteriori variance, while the expression for
the conditional systematic error of the single extrapolation is represented as follows:

k k
5 (i) =Y i (i) —fB @)+ VB LP (), k<I, i=F+1,1, (30)
p=1 p=1
SWy =0, i=k+1,1.

Therefore, it can be concluded that the systematic error of extrapolation does not occur when using
the method (14).

The average squared error of extrapolation is represented as follows:

k k k k
BP0 =33 Ry ) B LD OLY 6) + 303 Raylsw) (RLP @) = () BLE )
p=1v=1 p=1v=1
k k
+3°5 Ru(u,v) (P ¥ ) — £ )) (P LW G) — fR( )) k<I, i=F+L1. (31)
p=1v=1

According to the above, we can deduce that the completed research resulted in the optimal method of
matched extrapolation with pre-filtering of measurement errors, which does not impose any significant
restrictions on the class of random processes that are predicted.

The extrapolating filter (14) in question is a generalization of all the scalar prediction methods
considered in this article. The said scalar prediction methods follow from (14) as the partial cases,
which correspond to the imposition of certain restrictions on the extrapolating filter (14). Thus, the
method (14) is reduced to the form presented in (1) when the filtration and extrapolation operations
are not matched. If the (14) is not included into the filtration operation P,, p = 1, k, this method
coincides with the generalized method of optimal linear extrapolation in the presence of measurement
errors and complete a priori information.

5. Numerical experiment

The analysis of models and methods forprediction ofaircraft motion, which are implemented nowadays,
showed that this problem is solved within the framework of fixed ideas about the nature of aircraft
motion [25-28|. However, it should be noted that the modern aircraft have high maneuverability;
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accordingly, the motion can occur in critical situations and the physical trajectory of motion may not
be taken be into account. This causes the need to develop methods for solving prediction problems
with a broader scope of view. Therefore, the development of methods for matched linear filtration and
extrapolation, and application of such methods in the tasks of predicting the motion of aircraft at the
approach stage represent a fairly relevant and promising task.

We have performed practical calculations with use of the developed methodology on actual trajec-
tories of landing of the Su-27 aircraft (Fig. 2), and have shown that the application of this methodology
allows to increase the prediction accuracy by up to 1.61 — 2 times. Furthermore, the application of
this method yields an increase of time for decision-making by up to 50s from the initial time frame
of 7—10s.

L, E0
T
— |/
15
14 | /i,
1.3 — |
1.2 ‘ —
' i
. /
1.0 — i
1 2 3 4 5

Fig. 2. Dependence of estimates of mean squares of total extrapolation error on prediction interval of methods
presented in this paper.

Figure 2 shows the dependence of estimates of mean squares of the total extrapolation error on the
prediction interval of the methods presented in this paper. Where:

1is Perfect prediction;

2 is Minimum a priori information;

3 is Linear prediction with use of information on random measurement process;

4 is Two-dimensional canonical decomposition;

5is Inclusion of linear filtration operation into prediction algorithm;

6 is Algorithm of joint linear filtration and extrapolation based on complete a priori information on
process (X, Z);

7is Algorithm of linear filtration and extrapolation based on complete a priori information and
creation of mixed sequence.

6. Conclusion

The methods of joint linear filtration and extrapolation considered herein do not impose any computa-
tional constraints. This will save computing resources and increase the speed of information processing.
The numerical experiment has showed that the application of the proposed methodology will allow im-
provement of the accuracy of prediction and significant increase in the time for decision-making.

The results obtained herein confirm the availability of the chosen line of research for the theory and
practice of vectorial random processes. It should be noted here that the methods considered herein
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may also be effective in the development and improvement of other types of complex military-technical
systems requiring the prediction of system condition or process development.
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OnTumMmanbHNiA aNropuTM NPOrHO3y HA OCHOBI CYMICHOTI JIiHIAHOI
chinbTpayii Ta ekcTpanonsuii

Mamkos O. A.', Mypacos P. K.2, Kpasuenko 0. B.2,
Haxuo H. B.2, Jlemenko O. 0.2, Tpym O. B.2

! Ilepoicaena exonoziuna axademis nicAadUNAOMHOT OCEIMU Ma MeHeOHCMENMY,
eys. Mumponosuma Bacuas Jlunkiscorozo, 35, xopn. 2, 03035, Kuis, Yxpaina
2 Kuiscokuti nayionanvrut yrisepcumem imeni Tapaca Iesvwenxa,
eyn. Boedana Taspusvwuna, 24, 04116, Kuis, Yxpaina,

PozrasuyTo MmeTon onTuMabHOL JIHIHOT €eKCTPAIOIIl TPAeKTOPil TOIBOTY JIiTAIHLHOTO
amapary, 1o 3a0e3eIy0oTh MIHIMYM CepeTHBOTO KBaJIPaTy MOXUOKHU IMPOTHO3Y 3a PI3HOTO
obcsry ampiopnol indopwmariii. B ocHOBY mociTizKeHb TOKJIAIEHO KAHOHIYHE PO3KJIAIAHHS
BEKTOPHOI'O BUIIAJIKOBOTO IIporiecy. BusHauaeTbes, 10 PO3BUTOK CyYIaCHUX TEXHOJIOTIH TsT-
He 3a OO0 TiABUIEHHS BUMOT JI0 SKOCTI Ta TOYHOCTI yIPABJIHHS, aje iICHYIOUYl METOII
JIHIFTHOT eKCTPAIOJIATil B 3B I3KY 3 BJIACTUBUMHI OOMEKEHHSIMU HA BUIIAIKOBUI IIPOTIEC, IO
ONIHCYIOTh PYX JITaJbHUX allapariB, He 3a0e31e4y0Th MaKCUMAaJIbHY TOYHICTH IIPOTHO3Y.
Ile pobuTh HEOOXiTHUM TOJAJBIINI PO3BUTOK Ta YIOCKOHAJIEHHSI METO/IIB €KCTPAIIOJISIN]
TpaekTopil MiTaapHuX anapaTis. OcobmBicTh PO3POOIEHIX METOIB eKCTPAIIOJIATIIT TPAEK-
TOpIl JTATbHUX AlMapaTiB MOJIATaE B TOMY, IO JAH1 METOIA B MeXKaX KOPEJIAIIiTHOT MoIesTi
JI03BOJISIIOTH IIOBHICTIO BPaXyBaTHU BJIACTUBOCTI PEAJIHHOIO BUIIAIKOBOI'O IIPOIIECY, IO OIU-
Cy€ PyX JITAJLHOTO allapaTy Ha eTalll 3aX0/1y Ha IMOCAJIKY. ¥ 3B’SI3KYy 3 UM 3a0e3MeTyEThC s
MaKCUMaJIbHO MOXKJINBA TOYHICTD JIHIFTHOT eKCTPAITO/IAIil 38 pi3HOMAHITHOTO CTaHy iHMOP-
MaIiifHOTO 3a0e3mnedeHHs . PO3TIsSHYTI METOIN JO3BOJSIOTE IIiIBUIIATH OE3IIeKY MOJILOTIB
Ta edbekTUBHICTD 3acToCcyBaHHs aBiaril. lle mae MOXKIMBICTH PO3IVIA AT HOBI MOXKJIMBOCTL
JITAJBHAX alapaTiB Ta HINUX CKJIQTHUX TEXHIYHUX CUCTEM.

Knto4oBi cnoBa: xanoniutull poskaad 6unadko6ozo Npouecy, npoerodyearhsi 6unadko-
BUT NPOUECIB, MeMOod CNIALHOT ATHITHOT disompausi ma excmpanoasuis, onmumasvbHul
MEMO0 Y320001CeHOT eKCMPanorayii.
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