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Abstract: Singularities of kernels of linear
autoregressive (AR) processes and linear autoregressive-
-moving-average (ARMA) processes are considered. The
paper contains some aspects of the theory of linear
stochastic process and discusses a method of estimation
and simulation of kernels of liner AR and ARMA
processes. Linear stationary AR and ARMA processes,
aswell aslinear AR and ARMA processes with periodic
structures are considered. Characteristic functions of
linear stationary AR and ARMA processes are presented.
Characterigtic functions of linear AR and ARMA
processes with periodic structures are presented aswell.
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1. Introduction

Many kinds of information signals like vibrations,
acoustic emission signals, control signas, etc., can be
represented as a response of some linear system to white
noise action [1-9]. In our paper we discuss singularities
of kernels of linear autoregressve (AR) and linear
autoregressive--moving-average  (ARMA)  processes.
The proposed approach to problem solving is based on
the theory of linear stochastic process[1, 5, 9] and it can
be considered the development of the method of
generating processes [9]. Let us discuss some aspects of
the theory and classify the Smulating processes.

Many processes in radiophysics, hydroacustics,
meteorology, power engineering, biomedical systems
and, consequently, random functions describing such
processes have characterigics recurring over time or
space. The period of process variation is usually
considered to be a time or space interval after which the
variation of process characterigtics fully recurs, though
the realization of such random process may not have the
same properties. For their mathematical simulation it is
expedient, in this case, to use random processes with
periodic structures [12-15].

We consider a problem of statistical simulation
of discrete-time linear random processes (LRPS).

One of the most interesting models of that class is a
linear autoregressive process (AR-process) and
linear autoregressive moving-average process
(ARMA-process). We will show some methods of
the process representation and formulate the
simulation problem for this case.

2. Kernesof linear AR and ARMA processes

By definition, a linear stationary AR-process can be
represented as

xt:-ga,-xt_ﬁ\/t,tTZ, 1)
i=1

where {aj,aj 10,j=1p; are red-vaued autoregres-
sion parameters, p isthe order of autoregression; Z is
the set of integers; \,tT Z, isagenerating process. We
consider the AR-process that is stochastically equivalent
to the process (1) defined on a discrete equidistant
lattice. As doated above, such AR-processes are
identified as linear, and henceforce we deal only with
such processes.

The linear stationary AR-process admits the Wold
representation [15]
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where | ar(t) isthekernel of thelinear process[9]. Itis
assumed that
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The kernel j pgr(t) is recursively connected with
the autoregression parameters [4]
i ar(0)=1,
if p=1 j ar(9) =-ay ar(s-1) for s=12K (4

S -
if p>1 j ar(9)=- & ajj ar(s- j) for s=1p-1
ji=1

i ar(8)=-a ajj ar(s- j) for s=p,p+1K
=1



72 Valeriy Zvaritch, Elena Glazkova

where j ag(t) isthekernel of the linear stationary AR-
process and is defined by the following expressions:
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By definition, a linear stationary ARMA-process can
be represented as

g
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where {ai ,& 1 0,i =1, pp areautoregressive parameters,

p is the order of autoregression; {bj,bj 10,]j :Jﬁ}
are moving-average parameters, q is the order of
moving-average; V; isagenerating process.

A linear stationary ARMA process can be also
defined by the expression
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where j aguma(t) is the kernel of the linear stationary

ARMA process and is defined by the following
expressions:

10 k<0

i1 k=0 qEp
- fook _
JARMA(k):.i_h("'aEHARMA(k-t) k=1p-1

| t=1

i _
%tk + gl&j arua(k-t)  k=p,p+l
(8
It is shown in [4,7,8] that linear AR processes and
linear ARMA processes are infinitedly divisible
processes, that is, their finite-dimensional characterigtic
functions (CFs) are infinitely divisible ones. Therefore,
the CF can be represented in one of three canonical
forms[10].

A linear autoregressive process {x;,tT Z} with

t

periodic structures determined over the set of integers
Z={..,-1,0,1,..} is a random process with periodically

varying autoregression parameters. It can be written
down as follows [14]:

X +8y (t- Oxe.q +otan (t- p)X. p =V, (9)
where g (t),...,a,(t) ae autoregression parameters

aternating over time with the same period 7, i.e

a(t)=ay(t+T),...,ap(t)=ay (t+T) t 12; p
is the order of autoregression (p>0, pl Z); \,ti Z
is a discretetime random process with independent
values and infinitely divisible distribution law.
Singularities of the processes were considered in [14].
The autoregressive process with periodically changing
autoregression parameters can be also defined by the
expression:
Xt =
t

wherej ar(t,t), is a rea-valued or complex-valued
function which is bounded with respect to both argu-
ments, i.e | ar(t.t)|<K (K<¥). For the kemne

I ar( DVt
1

(10)
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j ar(t.t) of the process (9) the following equality is
fulfilled:
i ar(t t)=j ar(t t+T), 7>0 (11)
A linear ARMA process {x;,tT Z} with periodic
structures  determined over the set of integers
z={..,-1,0,1..} isarandom process with periodically
varying autoregression parameters and periodically
varying moving-average parameters
X +ay (t- Dxeq o tap(t- p)xe. p =\ +
+oy (t- )V q +...+ by (t- )M g
where a(t),...,a,(t) ae autoregression parameters

(12)

aternating over time with the same period 7, i.e

al(t):al(t-'-T)!"'1ap(t):ap(t+T), "t TZ, b
is the order of autoregresson (p>0, pl Z);

by(t),...bg (t) are moving-average parameters alter-
nating over time with the same peiod T, i.e

b (t) =k (t+T), ...
moving-average (>0, ql Z); \,tl Z is a discrete-
time random process with independent values and
infinitely divisible distribution law.

The liner ARMA process with periodically
changing autoregression parameters and moving-average
parameters can be also specified in the form:

"t 1Z; q is the order of

¥
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where j arwa(t t) is ared-valued or complex-valued
function which is bounded with respect to both argu-
ments, i.e. | ar(t.t) <K (K<¥). For the kerne

j ar(t.t) of the process (12) the following equality is
fulfilled:
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i ar(t.t)=) ar(t t+T), 7>0 (14)
The kerndl | prwa(tt) of alinear ARMA process

with periodic structures as well as the kernd j g (t )

of alinear AR process have periodic structure in terms
of t:

i arva(tt) =i arma(t t+T), T7>0.  (15)
Thus, linear AR and ARMA processes with auto-
regression parameters and moving-average parameters
that cyclically vary over time with the same period
T >0, generated by a random process with independent
values and infinitely divisible distribution law, can be
represented by a linear random process with discrete
timeand periodic kerndl (intermsof t).

3. Characterigic functions of linear AR and ARMA
processes

A process x; isassumed to be strictly stationary and
satisfy the ergodic theorem [7,8].

The characteristic function (CF) of the process x;
has the Kolmogorov representation and its one
dimensional logarithm can be defined as follows:
In f, (ut)=Inf, (ul)=imu+ f){ ux_ - iux} iy (%)

X2

where parameter m, and spectral functions of jumps

Ky (X) determine uniquely the characteristic function.

The logarithm of the one-dimensional characteristic
function of the linear stationary autoregression process
can be written in the form

¥
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where paamees m, ad K, (x) detemine the
characterigtic function of the generative process V;, while
j (t) isthe kend of the linear random process x; . The

parameters m, andm, aswell as the Poisson spectra of the
jumps K, (x) and K, (x) areinterrelated asfollows

¥
m=m aijt) (16)
t=0

¥
Ke (X)= 0 R (xy)dky(y)
-¥
where R (x,y) is so-caled transformation kernd,

which isinvariant with respect to the generative process
Vt and uniquely defined by the coefficients
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and

or {ai,ai L0, :J,_p}

{aj,aj 10, j ::L_p}
{bj.b; 2 0,j=14}.
Singularities of the kernel R (x,y) are discussed in
[7.8,15]. An inverse kernd F{l(x,
inverseintegral transform exigts aswell:
¥
Ky(y)= o R * (% y)dKy (¥)
-¥

Some applications require finding Statistical
characteristics of the generating process V; if

y) exists and the

(17)

autoregression  parameters {aj,ajlo,jzl_p} or

{ai,ai 1O :J,_} and moving-average parameters

{J’J OJ‘J’_}

characteristics of the observed linear AR process or
linear ARMA process are known. Occasionally, such a
problem isreferred to as an inverse problem [6, 7, 8, 15].

It is known [11] that any stochagtically continuous
process with independent increments can be represented as
a sum of two stochagtically independent components, that
is, Gaussian and Poisson ones, which not necessarily occur
simultaneoudy. These components are defined as processes
of the Gaussian and Poison types. The first type comprises
the homogeneous (Wiener) and non-homogeneous
Gaussan processes with independent increments. Smple
Poisson processes, renewal processes and their linear
combinations, aswd| as generdized Poisson processes with
independent increments belong to the second type. Being
generated by one of the mentioned processes, linear random
processes (LRP) possess some typical properties. This
gatement may be extended to the random process with
discrete time. This fact is taken as a basic principle of the
classification and smulation dgorithms.

The logarithm of the characterigtic function of a
linear AR process with the periodic kernel has the
following form [14]:

In f, (u,t) =

¥ ¥
=ikyu & f g (t t)- O.5u2kV2 afar(tht)+

ae known. The datistica
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+& ojexplixuf pg(t t)]- 1- —2" 2 AR L
t=0-¥1 1+x

where kyq,ky, are the first and second cumulants of a
generating process V;, respectively; j ar(t.t) is the
kernel of the linear AR process, L(x) is the Poisson

spectrum of jumps in the Levy formula of the generating
random process \, .
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The logarithm of the characterigtic function of a linear
ARMA processwith the periodic kernd hasthe ssameform.

4. Conclusion

The proposed methods make it possible to find
kernels and characteristic functions of linear AR
processes and liner ARMA processes. The charac-
terigtic functions could be used for development of novel
classification agorithms for information sgnals of
power equipment diagnostic systems.
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JNESIKI OCOBJUBOCTI SIIEP
JITHIMHAX AR ARMA MTPOIIECIB
I IX BAKOPUCTAHHS
JIJIS1I MOJIEJTIOBAHHS
TH®OPMAIIMHAX CUTHAJIIB

Banepiii 3Bapuy, Onena ['ma3kosa

PosrisHyro ocoGnuBOCTI  sjep JiHIMHMX —aBTOperpe-
cuBHuX (AR) BHIAIKOBHUX  HpPOLECIB Ta JIHIAHAX
aBTOperpecuBHux 3 riaBarounM cepeaHiv (ARMA) Buman-
KoBuX mporeciB. CTaTTsi MICTHUTH JesKi ITOJOXKEHHS Teopil
JMHIHHUX BHITAJKOBHX IIPOLECIB, OOTOBOPIOIOTHCS METOIH
OUiHKM 1 MozemroBaHHs sxep JjiHiiHEX AR Ta ARMA
nporieciB. Posrisimatorscst niHilHI cranionapai AR Ta ARMA
npouecu i niHiiHI AR Ta ARMA npouecu 3 nepioanuHuMH
CTPYKTYpaMH Ta IX XapaKTepHCTU4Hi QyHKII.
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