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Abstract: Sufficient conditions for the existence of
positive stable realizations for given proper transfer
matrices are established. Two methods are proposed for
determination of the positive stable realizations for given
proper transfer matrices. The effectives of the proposed
procedures is demonstrated on numerical examples.
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1. Introduction

A dynamical system is called positive if its
trajectory starting from any nonnegative initial state
remains forever in the positive orthant for all
nonnegative inputs. An overview of state of the art in
positive theory is given in the monographs [2, 6].
Variety of models having positive behavior can be found
in engineering, economics, social sciences, biology and
medicine, etc.

An overview on the positive realization problem is
given in [1, 2, 6]. The realization problem for positive
continuous-time and discrete-time linear systems has
been considered in [3, 4, 7, 10, 11] and the positive
minimal realization problem for singular discrete-time
systems with delays in [12]. The realization problem for
fractional linear systems has been analyzed in [8, 15] and
for positive 2D hybrid systems in [9]. The existence of
positive stable realizations with system Metzler matrices
for continuous-time linear systems has been investigated
in [13, 14].

In this paper sufficient conditions will be established
for the existence of positive stable realizations of
discrete-time linear systems and two methods for
determination of the positive stable realizations of proper
transfer matrices will be proposed.

The paper is organized as follows. In section 2 some
definitions and theorems concerning positive discrete-
time linear systems are recalled and the problem
formulation is given. In section 3 two methods for
determinations of positive stable realizations for given
transfer functions are proposed. An extension of the
method 1 to multi-input multi-output discrete-time linear
systems is proposed in section 4. Concluding remarks
and open problems are given in section 5.

The following notation will be used: R — the set of
real numbers, R™™ — the set of NxmM real matrices,
RT™ — the set of NxM matrices with nonnegative
entries and R” =R, R™™(2) — the set of Nxm
real matrices in z with real coefficients, R""[z] - the

set of Nxm polynomial matrices in z with real
coefficients, |, -the Nx N identity matrix.

2. Preliminaries
Consider the linear discrete-time systems

X, =Ax +Bu, iezZ, ={01..}, (2.13)

y; =Cx, + Du,, (2.1b)
where x; e R", u; eR™, y, eRP are the state, input
and output vectors and Ae R™", BeR™™, Ce RP",
DeR™™,

Definition 2.1. The

system (2.1) is called

(internally) positive if X, e R", y; e R,

ieZ, for
any initial conditions X, € R and all inputs u; € R,
ieZ, .
Theorem 2.1. [2, 3] The system (2.1) is (internally)
positive if and only if
AeRT", BeR!™, CeRP", DeRP™. (2.2)
The transfer matrix of the system (2.1) is given by

T(z)=C[l,z—A]*B+D (2.3)
The transfer matrix is called proper if
limT(z) =K e RP" (2.4)

71—

and it is called strictly proper if K =0.

Definition 2.2. Matrices (2.2) are called a positive
realization of transfer matrix T (z) if they satisfy the
equality (2.3).

The positive system (2.1) is called asymptotically
stable (shortly stable) if
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lim x; =0 for all initial conditions x, € R" . (2.5)
I—0
Theorem 2.2. [1, 6] The positive system (2.1) is
asymptotically stable if and only if all coefficients of the
polynomial

pa(z) =det[l,(z+1)— Al=2"+a, ;2" +..+az+a, (2.6)
are positive, i.e. a >0 for k=0,1,...,n-1.

The problem under considerations can be stated as
follows.

Given a rational matrix T(z)eRP™(z2), find a

positive stable its realization (2.2).
In this paper sufficient conditions for the existence of

positive stable realization (2.2) of a given T (z) e RP*™(2)
will be established and procedures for determination of
positive stable realizations (2.2) will be proposed.

3. Problem solution for single-input single-output
systems
A. Method 1

Consider the positive single-input single-output
(SISO) system (2.1) with the transfer function

T(2)= b,z" +b, 2"+ + bz + by |

3.1)
2" —a, " - —az-a

For given (3.1) we can find the matrix D by the use
of the formula [6]

D=1imT(z)=h,

Z—0

(3.2)

and the strictly proper transfer function

b, 2" +.+bz+h, _n@ (3.3)

— —D= - 1 = -
T,(=T(®-D=dl,z-A"B P g7 —az-g 040

where

b, =b, +ab,, k=01,..,n-1.  (3.4)
Note that if b, >0 for k=0,1,...,n and a, >0 for
k=0,1,..,n-1 then Bk >0 for k=0,1,...,n-1.

Theorem 3.1. There exists a positive stable
realization of the form

0 1 0 .. O 0

o 01 .. O 0

A=l : = = - i | B=|:

o 0 0o .. 1 0

|2 & & a, | 11]
,C=[by b b, .. byy] D=[b)]. (35a)

of (3.1) if the following conditions are satisfied:

1) a, =0 for k=0,1,...,n-1, (3.6a)

2) b, >0 for k=01,...,n, (3.6h)

3 a,+a +..+a,, <1 (3.6¢)
Proof. If the conditions (3.6a) and (3.6b) are met
then AeRT", BeR), CeR¥, D>0. By

Theorem 2.2 the realization (3.5) is stable if and only if
all coefficients of the polynomial

det[l,(z+1) - Al=(z+)"—a,,(z+)" - ...

—a(z+1)—ag=2"+(n-a,4)z" +... (3.7)
+(n-a,4,(n-1)—-..—a)z+(1-a,4—...—a —ag)
are positive, i.e.
l1-a,4—..——3,>0
n-a,;(n-1)—-...—a, >0
) n—l( ) 1 (38)
n-a, ;>0

Note that the conditions (3.8) are satisfied if (3.6¢) is
met. Using (3.5) and (2.3) we obtain

T(2)=Cl,z-AI"'B+D

z -1 O 0 0
0 z -1 . 0 0
=y B b . By S ly
0O 0 O -1 0 (3'9)
< & & -3 |1
[ 1
-0 b b b 1 z
[ b b bn_uzn_anflzm_ _aiz_ao{; +b,
Zn—l

Bz ezl p +b, 2+ bz by

g az-g g - —ar-a

This completes the proof. o

If the conditions (3.6) are met then the positive
stable realization (3.5) can be computed by the use of the
following procedure.

Procedure 3.1.

Step 1. Using (3.2) find the matrix D and the strictly
proper transfer function (3.3).

Step 2. Using (3.5) find the matrices A e EREX”,
BeR!, CeR™.

Example 3.1. Using Procedure 3.1 find the positive
stable realization of the transfer function

228432 +z2+2

22 -0.722-0.12-0.08
The transfer function (3.10) satisfy the conditions

(3.6) since a,=0.08, a, =0.1, a, =0.7, b, =3,
b,=2,b=1,b,=2and a,+a, +a,=0.88<1.

T(2)=

(3.10)
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Step 1. Using (3.2) for (3.10) we obtain

D:

limT(z) =2

Z—w

and the strictly proper transfer function

2284322 +242

Tsp(z)=T(z)—D= 2=

22-0722-012-008

447% +127+2.16

- 2-07-012-008
Step 2. The realization (3.5a) of (3.10) has the form

A=

0O 1 0 0
0O 0 1

!B=Oi

0.08 01 0.7 1

C=[216 12 44], D=[2].

The realization (3.13) is asymptotically stable since

the condition (3.6¢) is met. the poles of (3.10) are:

71 =0.9074, z, =-0.1037 + j0.282,
73 =—-0.1037 - j0.282.

Remark 3.1. In a similar way as in the proof of
Theorem 3.1 it can be shown that the following matrices
are also the positive stable realizations of (3.1):

0 0 0 a | by
10 0 & by
A=|0 1 0 a |,B=|h,
100 1 a,,| _En—l
c=[0 0 0 1], D=[b,]
(8,1 anp a ao_ I
1 0 .. 0 0
A=l 0 1 .. 0  B=
0 0 .. 1 0] ]
C=[byy - b b by, D=[b]
fay, 1 0] [bns
a,, 0 1 0 bn-2
A= 1 o ', B=| :
a 00 1 by
3, 0 0 0 Bo
C=[1 0 0 0], D=[b,]

(3.11)

(3.12)

(3.13

(3.14)

(3.15)

(3.16)
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B. Method 2.

Let the distinct poles Z,,Z,,...,Z, of the transfer

matrix (3.1) are real positive and satisfy the conditions
7, <1for k=12,..,n. 3.17)
Theorem 3.2. There exists a positive stable
realization of the form
1

Zn]v B=|: )
(3.18)

A= blockdiag[z,
C:Z[(-".I. Cn]’ Dz[bn]

of (3.1) if the following conditions are satisfied:
1) The real positive poles 7,,7,,...,Z

Wl
transfer matrix (3.1) satisfy the condition (3.17).

2) The strictly proper transfer function (3.3) can be
decomposed in the form

of the

n

To(2)=> —% (3.19)
PR
where
. n(z
C = Zl_l)r?k(z—zk)Tsp(z)z - (z) (3.19b)
IT @-2z)
i=1i=k

with ¢, >0,k=1,2,....n.

3) The coefficient b, of (3.1) is nonnegative.

Proof. If the condition 1) is met then AeRT™" is
asymptotically stable. If by assumption 2) ¢, >0, k =
12...n then CeR™" and the assumption 3) implies

De®R,.
Using (3.18) we obtain

Cll,z-AI"'B+D=
z-zz 0 . O

1
0 z-z, .. O )
- cl . .7 ]|+,
: : 1
0 0 -1,
L0 oo
-4
1 1
0 0
=[c, .. ¢ 7-1, |+, =(3:20)
: co1
0 0 1
| 2-12, |
— Y i, =T(2)
k=1Z—1Z
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Therefore, the conditions 1), 2) and 3) are satisfied
and there exists a positive stable realization of the
transfer function (3.1). o

If the assumptions of Theorem 3.2 are satisfied then
the positive stable realization (3.18) can be computed by
the use of the following procedure.

Procedure 3.2.

Step 1. Using (3.2) find the matrix D and the strictly
proper transfer function (3.3).

Step 2. Using formula (3.19) find C, fork=1,2,...,n.

Step 3.Find the desired realization (3.18).
Example 3.2. Find a positive stable realization
(3.18) of the transfer function

47° -3.92 +0.94
z° -152° +0.742-0.12
The poles of (3.21) are z, =04, z,=0.5,
Z,=0.6 and satisfy the condition (3.17). Using

Procedure 3.2 we obtain the following.

Step 1. By (3.2) D = [0] since the transfer function
(3.21) is strictly proper.

Step 2. Using (3.19) we obtain

_ 4(0.4)* -3.9(0.4) +0.94 1 (3.223)
T (~0.1)(-02) -

T(z) = (3.21)

n(z,)
(z,-2,)(z, - 25)

C =

n(z,)

~ _ 4(05)?-3.9(0.5)+0.94 1 (3.22b)
- - -
(23— 21)(z2 - 23)

(0.1)(-0.1)

_ n(z3) _4(06)*-3.9(0.6)+0.94 _ » (3.22¢)
P () (0.(02)
Step 3. The desired positive stable realization (3.18)
of the transfer function (3.21) has the form

04 0 0 1
A=/ 0 05 0| B=[1], C=[1 1 2] (3.23)
0 0 06 1

Note that the transfer function (3.21) does not satisfy
the conditions of Theorem 3.1 and the desired realization
can not be determined by the use of Procedure 3.1.

The following examples show how the
considerations can be extended to multiple poles of the
transfer function (3.1).

Example 3.3. It will be shown that there exists a
positive stable realization of the form

a 1 0

A= , B= , C=[b,—ba 3.24
2 ] el et b
of the transfer function

bz +by
(z-a)°

Tep(2) (3.25)

if
O<a<land by>Dba.
Using (3.24) we obtain

(3.26)

2T

Top(2) =Cllyz— AT "B =[by - bya bﬂ{

Z—a

0

1 z-a 1 ||0

~o e bl](z—a){ 0 z—aM:

1 1 bz +by
=[b, —b,a =
o=t bl](z—a)z{z—a} (z-a)?
If the condition (3.26) is satisfied then the matrix
AeR>® is asymptotically stable Be%R? and

Ce ilez . Therefore, the matrices (3.24) are a positive
stable realization of (3.25).

Example 3.4. Compute a positive stable realization
of the transfer function

222 +0.22+0.02
23 —0.5z% +0.08z - 0.004
Note that the poles of (3.27) are z,=0.1,

T(2) = (3.27)

Z, =2, =0.2 and it can be decomposed as follows

2 1
* 2
z-01 (z-0.2)

Using the result of Example 3.3 we obtain the
following positive stable realization

T (2) = (3.28)

01 0 O 1
A= 0 02 1| B=[0|, C=[2 1 0] (3.29)
0 0 02 1

4. Problem solution for multi-input multi-output

systems
Consider the proper transfer matrix of the form
T,(2) T, (2)
T(2)= : e RPM(2)
Tp,l(z) Tp,m(z)
T, -(z)—n"j(z) i=1..p; j=1..m (4.1)
i di,j(z), e P .

where RP™(z) is the set of proper rational real

matrices. The matrix D of desired positive stable
realization can be computed by the use of the formula

D=I1imT(z2)

Z—>©

(4.2)
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The strictly proper transfer matrix
T, (2)=T(z)-D

can be written in the form

| Ny(2) Ny (2) |
dl(z) dm(z)
T,()=| : |=N@D™(2) 4.3a)
Np,l(z) Np,m(z)
L dl(z) dm(z) i
where
Ny (2) N, (2)
N(z)=| : : e R M[z],
Np,l(z) Np,m (Z) (43b)
D(2) =diag[d,(2) ... dy,(2)]eR™"[2],
-I\liyj(s):cfjj.‘lzdi‘l+...+cijz+cfj, @30
i=1..,p; J=1...m
d;(2)= 2% —aj’dj_lzdj_1 —.. =823, 430)
j=1..,m

Theorem 4.1. There exists a positive stable
realization of the form

A=blockdiag[A ... Al

0 1 0o .. 0
0 0 1 .. 0
Aj: : : : . : , j=L..m;
0 0 0o .. 1
ai, a, a a .
j,0 jl j,2 j,dj-1
! (4.4)
0
0
B=blockdiaglb, .. byl bj=| [e®", j=1..m
0
1
e -1
Cﬂ(.)l 0}1 : 01111 cfm Cll,m . o
C=| : R : :
d-1 A=
1 Cpr - Coi - Om Com cpfpnl

of the transfer matrix (4.1) if the following conditions
are satisfied

1) a;, 20 for j=1...mk=01..,d, -1,(4.59)

2) Cik,j >0 fori=1,..,p,

j=1..mk=01..,d;-1,(45b)
3) aj+ay +..+a;y 4 <lfor j=1..m.(4.5)

4) limT (2) =T () € RP™. (4.5d)

Proof. If the conditions (4.5a), (4.5b) and (4.5d) are

nxn n
met then from (4.4) we have AR, : BEER%

1xn pxm
CeR gDeR:
J=1..,m is asymptotically stable if the condition (4.5c) is
satisfied and this implies the asymptotic stability of the
matrix (4.4a). From (4.3d) and (4.3c) we have

. By Theorem 2.2 the matrix Aj

d;
dj(Z):Z I _[ajO ajl aj’djil]zj' (46)
j=1..,m

and

dj-1
Nl,j(z):[cl(?j Cil’J Ci’JJ ]Zj (47)
i=1..p; j=1...m

where Z, =[1 z ... A j=L..m

Knowing d;(z) and using (4.6) we may find the

matrix A; J =1,...,m and the matrix (4.4a). Using (4.7)

we may find the matrix C since
N(z)=CZ

where Z = blockdiag [Z,,Z2,,....Z,].

We shall show that the matrices (4.4a), (4.4b) and
(4.4c) are the realization of the strictly proper transfer
matrix (4.3a). It is easy to verify that

b,d;(2)=[1,z-A1Z;, j=1...m

(4.8)

and

BD(z)=[l,z-A)Z (4.9)
where

D(z) =diag [z*,...,z"]- A Z
and
An =diag[ag,a,...anl, aj=[aj .. aj,dj—l]v (4.10)
j=1..,m

Premultiplying (4.9) by C[l,z—A]" and
postmultiplying by D™ (z) and using (4.8) we obtain
Cll,z-Al'B=CzD(2) =
=N(z)D(2) =T (2)

This completes the proof. o
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If the conditions of Theorem 4.1 are satisfied then
the positive stable realization of the transfer matrix (4.1)
can be found by the use of the following procedure.

Procedure4.1.
Step 1. Using (4.2) we find the matrix D.
Step 2. Find the common denominators

d;(z) j=1..m and write the strictly proper

transfer matrix in the form (4.3a).

Step 3. Using (4.6) find the matrices A4,...,A, and
the matrix (4.4a).

Step 4. Using (4.7) or (4.8) find the matrix C.

Example 4.1. Find a positive stable realization of
the transfer matrix

z2°4+0.82+0.2 2z°+0.4z+0.2

T(2)= 2°-0.2z2-01 2°-0.3z-0.2 | (4.11)
22+0.2 22 +0.72+04
7°-0.2z-0.1 2z?*-0.3z-0.2

The proper transfer matrix (4.11) satisfies the
conditions of Theorem 4.1. Using Procedure 4.1 we
obtain the following.

Step 1. Applying (4.2) to (4.11) we obtain

D—IimT(z)—[l 2}
1w o 1

Step 2. The strictly proper transfer matrix has the form

(4.12)

z+03 2+0.6
T,(9)=T()-D=| £ 0201 7-032-02|_
2z+0.2 7+06 (4.13a)
22-022-01 7°-032-02
=N(Z)D(2)
where
z+0.3 z+0.6
N(z)= ’
22+02 z+06
2 (4.13b)
22 -02z-0.1 0
D(z)=
0 22 -0.32-0.2

Step 3. Using (4.4a), (4.6) and (4.13b) we obtain

[o 1 o 1
A‘{o.l 0.2] Ai{0.2 0.3}’

0 1 00 (4.14)
A—A“ 0] (0102 0 O
1o Al |0 0 0 1
0 0 02 03
Step 4. Using (4.8) and (4.13b) we obtain
10
N ()= 2+03 z+06]_[03 1 06 1))z 0|
122402 z+06| |02 2 06 10 1|
0 z

and

03 1 06 1]
{ (4.15)

02 2 06 1]
The matrix B defined by (4.4b) has the form
0 0]

B:[bl o}: 10
0 b 00
0 1
The desired positive stable realization of the transfer
matrix (4.11) is given by (4.14), (4.16), (4.15) and (4.12).

Remark 4.1. The presented method can be
considered as an extension of the Method 1 to positive

(4.16)

stable multi-input multi-output discrete-time linear
systems. Using the idea of Gilbert method [5, 16] it is
also possible to extend the Method 2 to multi-input
multi-output positive stable discrete-time linear systems.

The strictly proper transfer matrix T,(z) can be also
written in the form

I Ny, (2) N (2) ]
dy(2) dy(2)
Tsp(Z) = — 5_1(Z)|\_I(Z) (4178.)
Np,1(Z) N_p,m(z)
L d_P(Z) d_p(z) )
where
o Ny (2) vam (2)
N(Z): B B eiRpxlTl[Z]’ (4.17b)
Np,l(z) Np,m(z)
D(z) = diag[d, (z) d,(2)]eR™[2],

d,(2)=2"-a, 2" -.-a,2-8,, j=L..p417d)

Theorem 4.2. There exists a positive stable
realization of the form

A =blockdiag[A ... Al

00 .. 0 ap
10 .0 a,

A=01 . 0 &, | j=l..p;
o : (4.18)
00 L &g
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by b by’
bii b} b
—di-1 —di-1 d1-1
C = 11 21 b]-vn]:' ]
_ — i—dp-1
by by . bz,%
—dp-1 —dp-1 —dp-1
_bp,lp bp,g bpﬁ] i
C =blockdiag[c, ol
Cj:[o 0 l]EERlej, i=1..,p

of the transfer matrix (4.1) if the following conditions
are satisfied:

1) @, 20 for j=1..,pk=01,..d;-1, (419)

2) b =0 fori=1..p,

(4.19b)

aj+ap+..+ ﬁjyaj_l <1 for j=1,..,p.(4.19c)

j =1,...,m k =0,1,...,d_j —1’

4) limT(2) =T () e RO, (4.19d)

Proof is similar (dual) to the proof of Theorem 4.1.

If the conditions of Theorem 4.2 are satisfied then
the positive stable realization of the transfer matrix (4.1)
can be found by the use of the following procedure.

Procedure 4.2.
Step 1. Using (4.2) compute the matrix D and the

strictly proper transfer matrix.
Step 2. Compute the common row denominators

d;(z) j=L1..,p and write the strictly proper

transfer matrix in the form (4.17).
Step 3. Using the equality

aj,

_ i | A
d,(9)=z"-2;,| . |

_j,aj—l
Z =l z 2%, j=1..p

(4.20)
compute the matrices E,...,Kp and A (defined by

(4.18a))
Step 4. Using the equality

N(z)=ZB, Z =blockdiag[Z,,...Z,]

compute the matrix B.

(4.21)

Example 4.2. Compute the positive stable realiza-
tion of the strictly proper transfer matrix

z+0.2 z+0.3
_12z2-03z-0.2 z?*-0.3z-0.2|.(4.22
Ty (2) = z+05 z+0.1 ( )
z2-04z-03 z°-0.4z-0.3

The proper transfer matrix (4.22) satisfies the
conditions of Theorem 4.2. Using Procedure 4.2 we
obtain the following.

Step 1. In this case

0 0
D =
0 0
since the transfer matrix (4.22) is strictly proper.

Step 2. The transfer matrix (4.22) has already the
desired form

(4.23)

_ z+02 z+0.3
N(Z):{ 0.5 z+01}’
e ' (4.24)
[zz ~0.32-0.2 0 }
D(z2) =
0 22 -0.42-0.3
Step 3. Using (4.20) and (4.24) we obtain
72 -032-02=2-[1 Z][o.z}
0.3
22-04z-03=2>-[1 z][o'g’}
0.4
and
0 02 0 O
_|A 0] |1 030 O
A= A _|= (4.25)
0 A 0O 0 0 03
0O 0 1 04
Step 4. Using (4.21) and (4.24) we obtain
02 03
z+0.2 Z+O.3_1 z 001 1
z+05 z+01| |0 0 1 z|05 01
1 1
and
02 03
B= 11 . (4.26)
05 01
1 1
From (4.18c) we have
0100
C= . (4.27)
0001

The desired positive stable realization of the transfer
matrix (4.22) is given by (4.25), (4.26) and (4.27).
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Remark 4.2. The well-known Gilbert method [16, 5]
can be also applied to compute a positive stable realization of
the transfer matrix (4.1). With slight modifications the
methods presented in [13, 14] for continuous-time linear
systems can be also applied for computation of a positive
stable realization of the transfer function (4.1).

5. Concludingremarks

Sufficient conditions for the existence of positive stable
realizations of discrete-time linear systems have been
established. Two different methods for determination of the
positive stable realizations for given proper transfer functions
have been proposed. The proposed procedures for
determination of the positive realizations have been
demonstrated on numerical examples. An open problem is
formulation of necessary and sufficient conditions for
existence of positive stable realizations of the linear systems.
An open problem is an extension of the proposed method for
positive fractional linear systems [15].
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PO3PAXYHOK [TIOYATKOBHUX YMOB
TA BXI/THUX JAHUX 3A 3AIAHUMU
BUXITHUMU U151 KITIACUYHUX
TA JOJATHIX JUCKPETHUX CUCTEM
T. Kagopek

BcranoBneni JocTaTHI YMOBH Ul iCHYBaHHS IO3HTHBHHX
CTaOUIBHHX  peami3alii  JaHMX  MaTpulb 3 HaJICKHUM
MIEPETBOPEHHSM. [IPOIOHYIOTBCS [Ba METONM [Vl BHU3HAYCHHS
TIO3UTHBHUX CTaOUTGHUX peami3amiii JaHWX MAaTpHIb 3 HAJICKHIM

MEPETBOPCHHSIM.  E(EKTUBHICT ~ 3alpOTIOHOBaHUX — METOJHK
lleMOHCprCTbCﬂ Ha YUCJIOBUX npnmaﬂax.
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