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The problems of multi-criteria optimization are considered. Known methods for solving
these problems are generalized to the case when weights that take into account the relative
importance of particular criteria are not clearly defined. The procedure for constructing
membership functions of fuzzy numbers, given by sets of intervals of possible values, using
a linearized computation of least squares methods is substantiated. In this case, for the
description of fuzzy numbers, the membership functions of (L-R)-type were chosen.
A method for solving a fuzzy multi-criteria optimization problem for a scalarized criterion
is proposed. The technology of solving the problem reduces it to a linear fractional problem
of mathematical programming. A converging iterative procedure for finding the optimal
plan is described.
An alternative method for solving the original fuzzy problem based on the formation of a
Pareto-set of non-dominated options is considered. To solve this problem, a procedure has
been proposed for comparing fuzzy numbers using a probability-theoretic approximation
of their membership functions.
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1. Introduction

An essential component of the set of tasks solved in the design of real systems is the evaluation of
the effectiveness of their functioning according to a variety of criteria. The numerical values of these
criteria depend on a set of parameters defining the structure, as well as technical, technological and
other properties of the system and the process of its operation. In accordance with this, let us introduce
the set B = (b1, b2, . . . , bs) of parameters and the set Φ = (Φ1(B),Φ2(B), . . . ,Φk(B), . . . ,Φn(B)) of
system criteria.

Now the design problem can be formulated as the following multi-criteria mathematical program-
ming problem: find the set B = (b1, b2, . . . , bs) that delivers extreme values to criteria on the set
Φ1(B),Φ2(B), . . . ,Φn(B) of admissible values. It is clear that such a task does not necessarily have a
solution (as a rule, such a set B does not exist). Therefore, there arises a specific problem of criteria
harmonization, the difficulty of solving which is determined primarily by the contradictory nature of
the system requirements set by various criteria.
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2. Analysis of traditional multi-criteria optimization methods

Let us analyze the possible approaches to solving the problem of multi-criteria (vector) optimization.
Let for definiteness all criteria be minimized.

1. Scalarization of a vector criterion by the introduction of a linear combination of
criteria.

In this case, the vector criterion Φ1(B),Φ2(B), . . . ,Φn(B) is additively converted to scalar as fol-
lows:

ΦΣ(B) =

n
∑

j=1

ajΦj(B) ⇒ min
B

, (1)

where ai is the weight coefficient taking into account the importance of the criterion.
2. Scalarization of a vector criterion by forming a product of quotients.
In this case, as an analogue (1), the following is introduced:

ΦΠ(B) =
m
∏

j=1

(Φj(B))aj . (2)

The disadvantage of this approach is as follows. Let each of the criteria be, for example, the
probability of the implementation of a property in a system (cost, resistance to external disturbances,
etc.) or the probability of solving a particular task facing the system. Then Φj(B) ∈ [0, 1], j =
1, 2, . . . , n. In this case, it is clear that the minimum of the criteria Φj0(B) = min

j
Φj(B) majorizes

the product, that is ΦΠ(B) < Φj0(B). If Φj0(B) is not enough, the criterion ΦΠ(B) becomes weakly
sensitive to changes in all its components.

3.Assessment of proximity to the “ideal” system.
When implementing this approach, first for each of the particular criteria determine its best, “ideal”

value, i.e.,
Φ∗
j = extr

B∈G
Φj(B), i = 1, 2, . . . , n.

Now, to assess the degree of closeness of a real system, the efficiency and quality of which is given
by a set of numbers Φ1(B),Φ2(B), . . . ,Φn(B), let us introduce

ΦΠ(B) =

n
∑

j=1

αi

(

Φ∗
j − Φj(B)

)2
. (3)

Let us point out the general lack of composite criteria of the type (1)–(3). When optimizing for
these criteria, it may turn out that the unacceptably small values of one or several partial criteria
correspond to the optimal solution from the point of view of a composite scalar criterion.

4. Joint optimization by several criteria (Pareto-optimization).
Let in n-dimensional criterion space Φ1(B),Φ2(B), . . . ,Φn(B), be given a certain number of points

corresponding to different results of solving a multi-criteria problem. Let us assume that the point B′

is not worse than the point B if

Φj(B
′) 6 Φj(B), j = 1, 2, . . . , n, (4)

and the point B′
is better than the point B if at least one of the inequalities (4) is strictly satisfied.

Let us assume that the point B is effective if there is no the point B′ ∈ G better than B. If such
the point B′ exists, then the point B is ineffective. Now the optimal option of building a system is
chosen from the set of effective (Pareto-set). The best of the Pareto-set of effective options is selected
on the basis of any additional considerations. This choice can be made, for example, as follows. Let
us consider a problem in which different options of building a system are compared to each other
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according to two standardized criteria Φ1 ∈ [0, 1], Φ2 ∈ [0, 1]. These options are represented by dots
in the two-dimensional space (Φ1,Φ2) presented in Fig. 1.

Φ1

Φ2

B1

B2

B3

∆Φ
(2)
12

∆Φ
(2)
23

∆Φ
(1)
23 ∆Φ

(1)
12

0 1

1

Fig. 1. Pareto-set of options in space (Φ1,Φ2).

In this case, the options B1, B2, B3 form a
Pareto-set of effective options. Comparison of
options B1 and B2 shows that the option B2

is better than the option B1 by the criterion

Φ1 by the value ∆Φ
(1)
12 , but worse by the value

∆Φ
(2)
12 by the criterion Φ2. If η12 =

∆Φ
(1)
12

∆Φ
(2)
12

> 1,

then B2 is preferable B1. Further, even from
the comparison B3 and B2 it is clear that B3 is

better B2 by the value ∆Φ
(1)
23 by the criterion

Φ1, but worse by the value ∆Φ
(2)
23 by the cri-

terion Φ2. If η23 =
∆Φ

(1)
23

∆Φ
(2)
23

< 1, then the option

B2 is preferable than B3. Thus, it turns out that the option B2 is preferable than B1 and B3. It
should be chosen. The natural enhancement of this idea is to use weights αi, i = 1, 2, . . . ,m, taking
into account the differences in the importance of the criteria. At the same time for a couple of options

Bj1 and Bj2 a measure of preference should be calculated by the formula ηj1j2 =
α1∆Φ

(1)
j1j2

α2∆Φ
(2)
j1j2

> 1.

5. The selection of the decisive criterion.
In this case, from the totality of criteria Φ1(B),Φ2(B), . . . ,Φm(B), choose one Φj0(B), the most

important. For all other criteria j 6= j0, the threshold value di is set. Now the problem of multi-criteria
optimization is transformed into a normal optimization problem on a conditional extremum: find

B∗ = arg extr
B∈G(B)

Φj0(B), (5)

where
G(B) = {B : Φj(B) 6 dj , j 6= j0} . (6)

Some possible enhancement of this approach is associated with the introduction of “concessions”.
In this case, it is assumed that relatively small changes in the threshold values of the criteria that
form the permissible domain, “concessions”, can lead to a significant improvement in the value of the
criterion by which optimization is carried out. Thus, let us arrive at a problem in which the numerical
value of the criteria — constraints are imposed on two-sided constraints of the form

dj min 6 Φj(B) 6 dj max,

where [dj min, dj max] is the allowable range of the j-th criterion value. In this case, there is a significant
expansion of the area of possible solutions G, which naturally provides the possibility of obtaining a
better solution according to the main criterion Φj0(B). The resulting problem (5)–(6) is a general
problem of mathematical programming.

It is clear that the result of solving multi-criteria tasks depends on how the set of weights is chosen.
In accordance with this, the GOAL of the conducted research is development of a method for solving
multi-criteria optimization problems, taking into account differences in the importance of criteria.

3. Development of multi-criteria optimization method

To accomplish this goal it is necessary to solve the following tasks: 1) development of a technology for
assessing the importance of criteria; 2) development of a method for solving multi-criteria optimization
problems, taking into account the uncertainty that arises when assessing the importance of criteria.
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Let us proceed to the consideration of the tasks.
The numerical values of the coefficients aj , j = 1, 2, . . . , n, taking into account the relative im-

portance of particular criteria, are independently evaluated by a group of experts. Each expert k,
k = 1, 2, . . . ,m for each pair of criteria Φj1 , Φj2 sets a number Wkj1j2 that determines the level of
preference Φj1 of the criterion Φj1 in comparison with Φj2 , j1 = 1, 2, . . . , n, j2 = 1, 2, . . . , n. In this
case, matrices (Wkj1j2) are formed, which are averaged over k. As a result, an inversely symmetric
matrix (Wj1j2) of pairwise comparisons of the importance of the criteria is determined [1]. If this
matrix is consistent, i.e., for all j1 = 1, 2, . . . , n, j2 = 1, 2, . . . , n, jk = 1, 2, . . . , n the equality is sat-
isfied Wj1j2 = Wj1jkWjkj2 , then it can be used to directly calculate the importance of criteria aj ,
j = 1, 2, . . . , n, according to the formula [2]

aj1 =

n
∑

j2=1
Wj1j2

n
∑

j1=1

n
∑

j2=1
Wj1j2

, j1 = 1, 2, . . . , n.

The situation becomes more complicated if, in view of the difficulty of forming a matrix of pairwise
comparisons of the importance of criteria, each expert k, k = 1, 2, . . . ,m for each criterion, for example

Φj, sets the interval [a
(1)
jk , a

(2)
jk ] of the set of possible values of importance αj .

The obtained set of intervals {[a(1)jk , a
(2)
jk ]}, k = 1, 2, . . . ,m is statistically processed. Let this set,

defined, for example, by five experts, for the specific criterion Φj, be of the form presented in Fig. 2.
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a
(1)
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(2)
j5
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Fig. 2. A set of intervals that determine the importance of the criterion Φj .

Let us determine the minimal and maximal possible values of the indicator aj:

ajmin = min
k

{a(1)jk }, ajmin = max
k

{a(2)jk }.

Now for each value aj ∈ [ajmin, ajmax] let us determine the number

ηjk(aj) =

{

1, if aj ∈ [a
(1)
jk , a

(2)
jk ],

0, otherwise.
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Next, for the indicator aj, let us define a piecewise constant function

κj(aj) =

m
∑

k=1

ηjk(aj). (7)

In this case, in the situation shown in Fig. 2, this function will have the form shown in Fig. 3.

aj

kj(aj)
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Fig. 3. Function κj(aj).

The resulting uncertainty about the value aj is not completely correct to describe in terms of
probability theory due to the small sample size of the source data. Information less demanding approach
can be implemented using the mathematics of fuzzy sets [3–5]. In this regard, considering aj a fuzzy
number, let us introduce for its description the membership function (L-R)-of the type:

µj (aj) =























L

(

m
(1)
j −aj

αj

)

, aj 6 m
(1)
j ,

1, m
(1)
j < aj < m

(2)
j ,

R

(

aj−m
(2)
j

βj

)

, aj > m
(2)
j ,

(8)

where [m
(1)
j ,m

(2)
j ] is a core of a fuzzy number aj , αj, βj are left and right fuzziness coefficients.

To estimate the values of the parameters, m
(1)
j , m

(2)
j , αj, βj let us introduce the tables {a(1)js , κ̂(a

(1)
js )},

{a(2)js , κ̂(a
(2)
js )}, defining the left and right branches of the membership function (8). Here κ̂(a

(1)
js ) =

κ(a
(1)
js

)

maxκ(a
(1)
js )

, κ̂(a
(2)
js ) =

κ(a
(2)
js

)

maxκ(a
(2)
js )

. In this example, these tables have the following form.

Table 1. Description of the left branch κj(aj).

a
(1)
js 1.7− 2.8 2.8− 3.5 3.5 − 4.0 4.0− 4.5 4.5 − 5.4

κ̂(a
(1)
js ) 0.2 0.4 0.6 0.8 1.0

Table 2. Description of the left branch κj(aj).

a
(2)
js 5.4− 6.5 6.5− 6.9 6.9 − 8.2 8.2− 9.7 9.7

κ̂(a2js) 1 0.8 0.6 0.4 0.2
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For an analytical description of the membership function (8), let us use the Gaussian representation:

L

(

m
(1)
j − aj

αj

)

= exp







−
(

m
(1)
j − aj

αj

)2






, R

(

aj −m
(2)
j

βj

)

= exp







−
(

aj −m
(2)
j

βj

)2






. (9)

The estimation of the parameters of the relations (9) is carried out by the least squares method
independently for the left and right branches of the membership function (9). Let us introduce the
quality criteria for the approximation:

J1 =

p
∑

s=1



exp







−
(

m
(1)
j − a

(1)
js

αj

)2






− κ̂
(

a
(1)
js

)





2

,

J2 =

p
∑

s=1



exp







−
(

a
(2)
js −m

(2)
j

βj

)2






− κ̂
(

a
(2)
js

)





2

. (10)

The task is in finding the values of the parameters (m
(1)
j , αj) and (m

(2)
j , βj), minimizing respectively

J1 and J2. In order to simplify the solution procedure, let us implement monotonic transformations
over the components of relations (10) that do not distort the optimizing set. Wherein

J1 ∼
p
∑

s=1



−
(

m
(1)
j − a

(1)
js

αj

)2

− ln
(

κ̂(a
(1)
js )
)





2

=

p
∑

s=1





(

m
(1)
j − a

(1)
js

αj

)2

− ln

(

1

κ̂(a
(1)
js )

)





2

∼
p
∑

s=1

[

m
(1)
j − a

(1)
js

αj

− 1

2
ln

1

κ̂(a
(1)
js )

]2

=

p
∑

s=1

(

m
(1)
j − a

(1)
js − αj l

(1)
js

)2
, l

(1)
js =

1

2
ln

1

κ̂(a
(1)
js )

. (11)

Similarly

J2 ∼
p
∑

s=1



−
(

a
(2)
js −m

(2)
j

βj

)2

− ln
(

κ̂(a
(2)
js )
)





2

∼
p
∑

s=1

[

a
(2)
js −m

(2)
j

βj
− 1

2
ln

1

κ̂(a
(2)
js )

]2

∼
p
∑

s=1

(

m
(2)
j − a

(2)
js − βj l

(2)
js

)2
. (12)

Using (11), let us obtain the parameter estimates m
(1)
j and aj:

dJ1

dm
(1)
j

= 2

p
∑

s=1

(

m
(1)
j − a

(1)
js − αj l

(1)
js

)

= 0,

dJ1
dαj

= 2

p
∑

s=1

(

m
(1)
j − a

(1)
js − αj l

(1)
js

)(

−l
(1)
js

)

= 0.

So






















pm
(1)
j − αj

p
∑

s=1

l
(1)
js =

p
∑

s=1

a
(1)
js ,

m
(1)
j

p
∑

s=1

l
(1)
js − αj

p
∑

s=1

(l
(1)
js )

2 =

p
∑

s=1

a
(1)
js l

(1)
js .

(13)
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The system of linear algebraic equations (13) gives the desired estimates:

m
(1)
j =

−
(

p
∑

s=1

a
(1)
js

)(

p
∑

s=1

(

l
(1)
js

)2
+

(

p
∑

s=1

l
(1)
js

)(

p
∑

s=1

a
(1)
js l

(1)
js

))

−p

p
∑

s=1

(

l
(1)
js

)2
+

(

p
∑

s=1

l
(1)
js

)2 ,

αj =

−p

(

p
∑

s=1

a
(1)
js l

(1)
js

)

+

(

p
∑

s=1

l
(1)
js

)(

p
∑

s=1

a
(1)
js

)

−p

p
∑

s=1

(

l
(1)
js

)2
+

(

p
∑

s=1

l
(1)
js

)2 . (14)

Similarly, using (12), let us obtain the estimates of the values m
(2)
j and βj :

dJ2

dm
(2)
j

= −2

p
∑

s=1

(

a
(2)
js −m

(2)
j − βj l

(2)
js

)

= 0,

dJ2
dβj

= 2

p
∑

s=1

(

a
(2)
js −m

(2)
j − βj l

(2)
js

)(

−l
(2)
js

)

= 0.

So






















pm
(2)
j + βj

p
∑

s=1

l
(2)
js =

p
∑

s=1

a
(2)
js ,

m
(2)
j

p
∑

s=1

l
(2)
js + βj

p
∑

s=1

(

l
(2)
js

)2
=

p
∑

s=1

a
(2)
js l

(2)
js .

(15)

The system of linear algebraic equations (15) gives the desired estimates:

m
(2)
j =

(

p
∑

s=1

a
(2)
js

)(

p
∑

s=1

(

l
(2)
js

)2
+

(

p
∑

s=1

l
(2)
js

)(

p
∑

s=1

a
(2)
js l

(2)
js

))

−p

p
∑

s=1

(

l
(2)
js

)2
+

(

p
∑

s=1

l
(2)
js

)2 ,

βj =

p

(

p
∑

s=1

a
(2)
js l

(2)
js

)

+

(

p
∑

s=1

l
(2)
js

)(

p
∑

s=1

a
(2)
js

)

−p

p
∑

s=1

(

l
(2)
js

)2
+

(

p
∑

s=1

l
(2)
js

)2 . (16)

The obtained relations (14), (16) give the exact mean-square values of the parameter estimates for
the membership functions of fuzzy numbers, which determine the importance of the particular criteria
for the quality of objects. At the same time, approximate estimates of the values of these parameters
can be easily obtained on the basis of the accepted Gaussian character of the membership functions
(L-R)-type [6]. Wherein

m
(1)
j = max

s
(a

(1)
js ); α =

√
2

3

(

max
s

(a
(1)
js )−min

s
(a

(1)
js )
)

;
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m
(2)
j = min

s
(a

(2)
js ); β =

√
2

3

(

max
s

(a
(2)
js )−min

s
(a

(2)
js )
)

;

In this example, taking into account the data from Table 1, 2, let us obtain

m
(1)
j = 4.5; α =

√
2

3
(4.5 − 1.7) = 1.32;

m
(2)
j = 5.4; β =

√
2

3
(9.7 − 5.4) = 2.03;

Moreover, in practical calculations, the following even more radical simplification is considered
permissible, due to the transition from the interval description of the membership function (L-R)-type
to the usual one. At the same time

µj(a) =







L
(

mj−aj
αj

)

, aj 6 mj ,

R
(

aj−mj

βj

)

, aj > mj.
(17)

Here

mj =
1

2

(

max
s

(a
(1)
js ) + min

s
(a

(2)
js )
)

,

αj =

√
2

3

(

mj +min
s

(a
(1)
js )
)

,

βj =

√
2

3

(

max
s

(a
(2)
js )−mj

)

.

Let us proceed to the solution of the second problem. It naturally splits into two subtasks:

2a) formation of an analytical description of the quality criterion, taking into account the ambiguity
of the weighting coefficients of the importance of particular criteria;

2b) development of a methodology for optimizing the criterion obtained.

Let us consider the situation when solving a multi-criteria optimization problem, an approach is
chosen that is associated with the use of a scalar criterion. If the weights are fuzzy numbers with
known membership functions, then the resulting scalar criterion will also be a fuzzy number. Let us
describe the technology of formation of the membership function of the resulting scalar criterion. The
technology is implemented according to the rules for performing operations on fuzzy numbers [4,5,7,8].
Let us present the main ones taking into account the fact that the unclearness of the weight coefficients
is described by the membership functions (L-R)-type.

Let A1 and A2 be arbitrary positive fuzzy numbers of (L-R)-type given by their parameters
〈m1, α1, β1〉, 〈m2, α2, β2〉. The basic arithmetic operations on these numbers are performed as fol-
lows.

Addition: A1 +A2 = B = 〈mB , αB , βB〉, where mB = m1 +m2, αB = α1 + α2, βB = β1 + β2.
Subtraction: A1 −A2 = B = 〈mB, αB , βB〉, where: mB = m1 −m2, αB = α1 + α2, βB = β1 + β2.
Multiplication: A1 · A2 = B = 〈mB , αB , βB〉, wheremB = α1 · α2, αB = m1α2 + m2α1 + α1α2,

βB = m1β2 +m2β1 + β1β2.
Division: A1 : A2 = B = 〈mB , αB , βB〉, where mB = m1/m2, αB = m1β2+m2α1

α2
2

, βB = m1α2+m2β1

α2
2

.

Subtask 2a. Using these relations, let us find the membership function of the fuzzy value of the
scalar criterion.

y =

n
∑

j=1

ajFj .
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At the same time, taking into account (17)

µ (ajFj) = µ (uj) =







L
(

ūj−uj

αuj

)

, uj 6 ūj ,

R
(

uj−ūj

βuj

)

, uj > ūj .

Where ūj = mjFj ; αuj
= Fjαj ; βuj

= Fjβj .
Then

µ(y) = µ

( n
∑

j=1

ajFj

)

= µ

( n
∑

j=1

uj

)

=







L
(

ȳ−y
αy

)

, y 6 ȳ,

R
(

y−ȳ
βy

)

, y > ȳ.
(18)

where ȳ =
∑n

j=1 ūj =
∑n

j=1mjFj ; αy =
∑n

j=1 αuj
=
∑n

j=1 Fjαj ; βy =
∑n

j=1 βuj
=
∑n

j=1 Fjβj .
Thus, the membership function of the fuzzy value of the scalar criterion is obtained.
Subtask 2b. Let us consider a solution technique on a simple example. Let, in order to ensure

the proper quality of the functioning of the system, some resource R is allocated, which is spent to
maintain the proper quality of the system for each of the criteria. Let us introduce Aj is a measure of
improving the quality of the system according to the j-th criterion when spending a unit of resource
j = 1, 2, . . . , n, aj is importance of criterion, j = 1, 2, . . . , n; xj is the number of resource units planned
to improve the system according to the j-th criterion j = 1, 2, . . . , n.

Then the plan X = (x1, x2, . . . , xn) corresponds to improving the quality of the system by

G(X) =

n
∑

j=1

ajFj =

n
∑

j=1

ajcjxj . (19)

The plan X must meet the limit on the total consumption of the resource.

n
∑

j=1

xj = R. (20)

The task of finding a plan X that maximizes (19) and satisfies (20) is the simplest linear program-
ming problem [9,10] and for a well-defined set {aj} has a trivial solution:

xj = 0, j 6= j0, j0 = argmax
j

{ajcj}, xj0 = R.

The task becomes much more complicated if aj are fuzzy numbers.
A possible approach to solving the problem of resource allocation in this case is as follows.
Let a fuzzy number z have a membership function µ(z). Let us introduce a new function [11]

ϕ(z) =
µ(z)

∫∞
−∞ µ(z)dz

. (21)

This function (if the integral in the denominator converges) has an important feature — the integral of
it by z is equal to 1. Thus, this non-negative and normalized function ϕ(z) satisfies the requirements
for the distribution density of random variables. In this regard, the value z can be interpreted as
random with the distribution density ϕ(z). Then it is possible to calculate the probability that this
random variable z will take a value that exceeds the threshold value. zn This probability is equal to

P (z > zn) =

∫ ∞

zn

ϕ(z)dz.
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Let us use the introduced transformation (21) for a fuzzy number G (X) and find the membership
function of a fuzzy number (19).

If the fuzzy value of the scalar criterion is given by the membership function (L-R)-type with a
Gaussian analytical description (9), then in accordance with the rules for performing operations on
fuzzy numbers, let us have

µ(x) =



















exp

{

−
(

Ḡ−G
αG

)2
}

, G 6 Ḡ,

exp

{

−
(

G−Ḡ
βG

)2
}

, G > Ḡ,

where Ḡ =
∑n

j=1mjcjxj, αG =
∑n

j=1 αjcjxj , βG =
∑n

j=1 βjcjxj.
Let us calculate

∫ ∞

−∞
µ(G)dG =

∫ Ḡ

−∞
exp

{

−
(

Ḡ−G

αG

)2
}

dG+

∫ ∞

Ḡ

exp

{

−
(

G− Ḡ

βG

)2
}

dG

=
√
2π

(

αG√
2

)
∫ Ḡ

−∞

1
√
2π
(

αG√
2

) exp











−
(

Ḡ−G
)2

2
(

αG√
2

)2











dG

+
√
2π

(

βG√
2

)
∫ ∞

Ḡ

1
√
2π
(

βG√
2

) exp











−
(

G− Ḡ
)2

2
(

βG√
2

)2











dG =

√
π (αG + βG)

2
.

At the same time ϕ(G) = 2µ(G)√
π(αG+βG)

is the distribution density G. Then the probability that G

exceeds the threshold value Gn, (Gn > Ḡ) will be equal to

P (G > Gn) =
2√

π (αG + βG)

∫ ∞

Gn

exp

{

−
(

(G− Ḡ)

βG

)2
}

dG

=
2βG

αG + βG

∫ ∞

Gn−Ḡ
β

√
2

1√
2π

e−
u2

2 du, u =
G− Ḡ

βG

√
2; u =

G − Ḡ

βG

√
2. (22)

Thus, the problem of rational distribution of a limited resource is reduced to finding a plan X that
maximizes (22) and satisfies (20). It is clear that maximizing (22) is equivalent to minimizing the lower
limit in this integral.

Since Ḡ =
∑n

j=1mjFj =
∑n

j=1mjcjxj , βG =
∑n

j=1 βjFj =
∑n

j=1 βjcjxj, then the non-trivial
problem of fractional-linear mathematical programming arises. To solve it, let us use the following
approach.

The mathematical model of a fractional-linear programming problem is: find a set X =
(X1,X2, . . . ,Xn) minimizing

Φ(X) =

n
∑

j=1

cjxj

n
∑

j=1

djxj

(23)
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and satisfying the constraint system

n
∑

j=1
aijxj = bi,

xj > 0,

i = 1, 2, . . . ,m,
j = 1, 2, . . . , n,

(24)

the denominator in (23) does not change the sign (for example, αj > 0, j = 1, 2, . . . , n).
Let us introduce a new variable

y0 =
1

n
∑

j=1
djxj

, (25)

as well as new variables
yj = y0xj, xj =

yj
y0

, j = 1, 2, . . . , n. (26)

Then (23)–(25) are converted to the form:

n
∑

j=1
cjxj

n
∑

j=1
djxj

= y0

n
∑

j=1

cjxj =

n
∑

j=1

cjyj, (27)

n
∑

j=1

aijxj =
1

y0

n
∑

j=1

aijyj = bi, i = 1, 2, . . . ,m,

so
n
∑

j=1

aijyj = y0bi, i = 1, 2, . . . ,m, (28)

and

y0

n
∑

j=1

djxj =
n
∑

j=1

djyj = 1. (29)

Thus, the original problem (23)–(25) is reduced to the following: find a set (y0, y2, . . . , yn) that
minimizes (27) and satisfies constraints (28), (29). The usual linear programming problem is obtained.
Let the set (y∗0, y

∗
1, . . . , y

∗
n) is the solution to this problem. Then, using (26), let us obtain the solution

of the original problem

x∗j =
y∗j
y∗0

, j = 1, 2, . . . , n.

Let us now consider the situation when, when solving a multi-criteria optimization problem, on the
set of points corresponding to the values of the partial criteria for different system building options,
a Pareto-set of non-majorized options is formed. The selection of these non-majorized options is
associated with the operation of comparing the values of the criteria for all pairs of competing options.
If the values of the criteria are not clearly defined by their membership functions, then this operation
is easily implemented using the transformation (21) of the membership functions to the corresponding
distribution density.

Let a pair of fuzzy numbers z1 and z2 membership functions µ1(z1) and µ2(z2) correspond to the
density of distribution

ϕ1(z1) =
µ1(z1)

∫∞
−∞ µ1(z1)dz1

, ϕ2(z2) =
µ2(z2)

∫∞
−∞ µ2(z2)dz2

.
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Then for comparison z1 and z2 let us calculate the probability that z1 > z2 according to the formula

P (z1 > z2) =

∫ ∞

0

(
∫ z1

0
ϕ2(z2)dz2

)

ϕ1(z1)dz1. (30)

Now let us assume that z1 > z2 if the numerical value of the integral (30) is greater than 0.5.
Let us suppose that in a multi-criteria problem of choosing a option for constructing a system a cer-

tain set of options {A1, A2, . . . , Aq, . . . , AQ} is given. Option Aq corresponds to a set {Fq1 , Fq2 , . . . , Fqn}
of fuzzy specified criteria values. Then the option Aq1 majorizes the option Aq2 if Fq1j > Fq2j ,
j = 1, 2, . . . , n, that is, P (Fq1j > Fq2j) > 0.5, j = 1, 2, . . . , n.

Finally, let us consider the peculiarity of the technology for solving the problem of multi-criteria
optimization for the case when the main criterion is selected from a set of criteria. This criterion is
optimized, and the rest are used as constraints. If at the same time, the coefficients that determine the
importance of the criteria are not clearly defined, then the main one is determined using the comparison
procedure (30).

4. Discussion of the results

For the problem of multi-criteria optimization, possible ways of its solution are considered: scalarization
of the vector criterion; the formation of a Pareto-set of non-majorized options; selection of the main
criteria, taking into account the rest, as constraints. Methods are proposed for implementing these
approaches for the case when coefficients that take into account differences in the importance of criteria
are described in terms of fuzzy mathematics.

In this case, if fuzzy weights are given by sets of intervals of possible values, a method for calculating
the corresponding membership functions is proposed. The fuzzy multi-criteria optimization problem
obtained in this case is reduced to a linear-fractional problem of mathematical programming. A method
for its solution is proposed.

A possible approach to solving the original problem using the method of forming a Pareto-set of
options, as well as a method for solving this problem in the case when it is expedient to choose the
main criterion with the other criteria as constraints, is considered.

The study of the problem of multi-criteria optimization should be continued in the following direc-
tions. Further development can be obtained by the method of processing the initial data on the values
of weights, taking into account the relative importance of the criteria. If these data are determined by
sets of intervals, the left and right boundaries of which are not clearly defined or inaccurate, then their
correct description can be performed by appropriate methods [3–5, 12–14]. In addition, for solving a
multi-criteria optimization problem, the methods proposed in [15], alternative to the one described
above, can be used. Comparison of the effectiveness of these methods is of theoretical and practical
interest.

5. Conclusions

1. Known methods for solving a multi-criteria optimization problem are generalized to the case when
the coefficients that take into account the importance of particular criteria are not clearly defined.

2. A method is proposed for solving a fuzzy multi-criteria optimization problem for a scalarized cri-
terion, leading to a linear-fractional mathematical programming problem.

3. A method for solving the obtained fuzzy problem, based on the formation of a Pareto-set of non-
dominated options, is considered.
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[4] Kaufmann A. Introduction a la théorie des sous-ensembles flous. Paris, New York, Barcelone, Milan,
MASSON (1977), (in French).

[5] Raskin L. G., Seraja O. V. Nechetkaja matematika. Osnovy teorii. Prilozhenija. Harkiv, Parus (2008),
(in Russian).

[6] Ventcel E. S. Teorija verojatnostej : uchebnik. Moskva, KNORUS (2010), (in Russian).
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Багатокритерiальна оптимiзацiя в умовах нечiтко визначених
важливостей критерiїв

РаскiнЛ., СiраО., СагайдачнийД.

Нацiональний технiчний унiверситет “Харкiвський полiтехнiчний iнститут”,

вул. Кiрпiчова, 2, Харкiв, 61000, Україна

Розглянуто задачi багатокритерiальної оптимiзацiї. Вiдомi методи розв’язання цих
задач узагальнено на випадок, коли ваговi коефiцiєнти, що враховують вiдносну
важливiсть окремих критерiїв, визначенi нечiтко. Обґрунтовано процедуру побудо-
ви функцiй приналежностi нечiтких чисел, заданих наборами iнтервалiв можливих
значень, що використовує лiнеаризовану обчислювальну схему методу найменших
квадратiв. Для описiв нечiтких чисел вибрано функцiї приналежностi (L-R)-типу.
Запропоновано метод розв’язування нечiткої задачi багатокритерiальної оптимiза-
цiї для скаляризованого критерiю. Технологiя розв’язування задачi зводить її до
дробово-нелiнiйної задачi математичного програмування. Описано збiжну iтерацiй-
ну процедуру знаходження оптимального плану.
Розглянуто альтернативний метод розв’язування нечiткої задачi на основi формуван-
ня Парето-множини недомiнуючих варiантiв. Для розв’язання цiєї задачi запропоно-
вано процедуру порiвняння нечiтких чисел з використанням теоретико-ймовiрнiсної
апроксимацiї їх функцiй приналежностi.

Ключовi слова: багатокритерiальна оптимiзацiя, нечiткi вихiднi данi, оптимi-

зацiя дробово-нелiнiйного функцiонала, Парето-множина.
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