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Abstract: The article draws attention to the fact that in
addition to periodic empirica sgnds, whose modd is a
periodic function, there are signals that behave like periodic,
but the period of ther vaues repetition is no longer congant
and changes in some way. An illustrative example is
electrocardiograms (ECGs) obtained during or after an
impact of some “exciter of calm”, for example, physical
exertion, on the patient. How to study periodic signas
with a variable period (PSVP)? The literature review
shows that until recently there has been no scientifically
substantiated answer to this question. Therefore, the
problem of developing information technologies (IT) for
doing research into PSVP is relevant both from
theoretical and applied point of view. To solve the
problem, we propose to use an approach, whose essence
is the triad “mode-agorithm-program”. Certain results
in this direction have already been achieved in our
previous works. Particularly, we give a definition of
periodic functions with a variable period (PFVP),
consider examples of trigonometric FVP (TFVP) and
record their variable periods, develop a method for the
formation of orthogonal TFVP system, and determine a
scalar product for the functions of the system. In this
paper, a Fourier series for PFVP iswritten, and formulas
for finding its coefficients are obtained. As an example,
a finite Fourier series is constructed for the analytically
given PFVP, and it is shown that with number of
coefficients increasing, the series approaches the
function itself, which confirms the correctness of the
theoretical results obtained.

Taking into account that for the vast mgjority of
empirical PFVP their variable period is unknown, the
question of its evaluation is raised. For the case of an
ECG, obtained after physical activity, evaluations of its
variable frequency (VF) and variable period (VP) are
derived. The evaluation of a VF turned out to have the
form of exponential function, which is determined by
three parameters. The IT developed for the study of
PFVP provide the opportunity to explore real PSVP, in

particular, ECGs with VP, and the obtained numerical
values of the parameters can be used in diagnostic tasks
and decision making support.

Key words: variable period, dectrocardiogram with a
variable period, peiodic functions with a variable period,
system of trigonometric functions with a variable period,
Fourier series of functionswith a variable period.

1. Introduction

In the study of periodic functions, their period is
traditionally considered to be constant. It is for this case
that the theory of periodic functions, in particular, the
theory of Fourier series has been developed, and the
corresponding methods and agorithms for the analysis
of such functions have been devised. At the same time,
applied researches have to deal with empirical signds
characterized by two features — they behave like
periodic, i.e. there is a repeatability of their values, but
the period of this repeatability changes in some way. An
illugrative example of such signals is well-known ECGs
obtained during or after physical exertion (or other
“exciter of calm”) exposed to the patient. Under physical
exertion, the heart rate increases to a certain value, i.e.
the period decreases. After physical exertion, the heart
rate, on the contrary, dows down, i.e. the period
increases, approaching its “norm”. How to investigate
the signals with a variable period? The literature review
shows that at present only first but rather significant
steps have been taken in this direction [1-5].

Referring to the above-mentioned works [1-5],
as well as observing the basics of the theory of
constructive functions [6, 7], one can assert that the
most suitable approach to study the PSVP is the one,
whose essence consists in the triad “model-
algorithm-program”. At the first step, a model of the
signal is substantiated, at the second one, an
algorithm of the research into the mode is
developed, and the third stage is intended for
creating agorithm implementation software. The



Fourier Series of Periodic Functions with Variable Period and Evaluation...

first two components of the triad — model
substantiation and algorithm development — are main
here.

The purpose of the work is to develop an
information technology for constructing a Fourier series
for the periodic functions with a variable period.

2. Periodic functions with a variable period

Let us remember some of the results associated with
the study of PSVP. Firgt of all, thisisamode for PSVP
in the form of PFVP [1].

Definition. A function f (x) x1 1 iscaled periodic
with a variable period if there exists such a function
T(x)>0 that, for arbitrary pointsx and x +T(x) from

the domain of definition | , the values of function f (x)
at these points are equal, i.e f(x)= f(x+T(x)). The
function T(x) is celled a variable period.

The variable period T(x) must satisfy certain

conditions [3-5], in particular, be continuousy
differentiated, and its derivative must be T(x)> - 1.

An example of the variable period T(x) is shown in
Fig. 1. At point X, the period of the function f(x) is
equal toT(xl), so the value of the function at points x,
and x +T(x) are equal: f(x)=f(x +T(x)). At
point X, , the period is equal to T(xz), with the values of
the period T(x) at points x; and X, being different:
T(x)>T(x).

T(x)

X, x,+7(x,) x, x,+T(x,)
Fig. 1. The variable period T(x),
itsvaluesat points x, andx,, and their corresponding
points x, +T(x,) at which the values

of thefunction f (x) are repeated.

It is known that for a periodic function g(x) with a
constant period T, an equality
g(x)=g(x+T)=g(x- T) issatisfied For the function
f(x) with the variable periodT(x), the analogical
equaity  f(x)=f(x+T(x))= f(x- T(x)), in
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general, is not satisfied. Therefore, for the case when
the argument X decreases, the variable period of

repeatability of the function f(x) is denoted T~ (X)
Herewith, if x- T~ (X)> 0, i.e. the argument belongs
to the domain of
f(x)= f(x- T (x)) Between T(x) and T~ (x) there
is a relationship [4,5], which is expressed by the
T(x) =T (x+T(x)),

definition |, then

formulas:
T (x)=T(x- T (x))

3. Examplesof analytic PFVP and their variable
periods
The simplest functions with a variable period are

following

trigonometric functions sinx*,cosx®,x>0,a >0.
Fig. 2 shows the periodic function with a variable period
Y : .
fl(x):smx 5 (graph 1), and function fz(x):sm X
(graph 2) for comparison. From the Fig. 2 we can see
that with the argument X growing, the graph of
3
f,(x)=sin xé stretches, i.e. its period increases. For
the functionsin X there are more than eleven periodic
oscillations on the interval [0,70], while for the function

3
sinxé on the same interval there are soldy two
oscillations.

Fig. 2. Function f;(x)=sin 5 (graph 1),
fz(x)=sinx (graph 2).

It is shown [4, 5] that for the sinusoidal
functions with a variable period
sin x*, cosx®,a >0, their variable periods are
determined by the formulas bel ow:

T

a

(x) =- x+(x"" +2p)%’I , X3 0,
D
-

. (t)=x- (x"" - 2p)%",x3 (2p)%i.
Note that when there is no misunderstanding, the
indexa included in the expressions T, (x) andT, (X)

can be omitted. Taking into account (1), the variable
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periods of sin xé, X3 0 are expressed by the following

formulas:

T(x)=—x+§§<%+2pg%, x3 0,

T (x) = x- g?(% 2pg%, x3 (2p)% » 21.394.

Graphs of these periods are depicted in Fig. 3.
For comparison purposes, T =2p for sinX is also
given.

The graph of T(x) confirms the behavior of the

. 3
function SIn Xé — with the values of the argument X
increasing, the period T(x) increases also. For example,

at the pointx=0, T(0)»21.39438, for x=30,
T(30) » 51.12291. Fig. 3 also shows that the period
T (X) decreases with the decrease of the argument.

It is not difficult to see that when a >1, graphs of
the functions sinx®, cosx*, x>0, with the argument
X growing, are compressed, therefore their period
T(x):-x+(xa +2p)%, x3 0 is a decreasing
function.

80 T(x)
60

40

20

0 20 40 60 80

3
Fig. 3. Variable periods for thefunction sin xé, x30:

.9 5
T(x):- x+§(% +2pgA , (graph 1); - (X):X_ gﬁ‘(% _ ZpEA,
a2 a2
x3 (2p )% » 21.394 (graph 2). For comparison purposes, the
period T =2p for thefunction sinx isalso given (graph 3).

4. Orthogonal system of trigonometric functions
with avariable period

Like the system of trigonometric functions
sinnx, cosnx, n=1.2.L_, that are orthogonal on an

arhitrary segment of length2p , there arises a naturdl
guestion on the existence of orthogona systems of
trigonometric FVP. Some results on this issue were
obtained in [2, 4]. In generd, the following theorem is
fulfilled.
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Theorem. The system of trigonometric functions
snnx, cosn¥, x3 0,a >0,n=12L, (2
with the varible period T(x)=- x+(x® +ao)%,

x30

r (x) =ax®"* in the space L2 (x,x +T(X)), the norm of

is orthogonal with the weight function

each function of system (2) being equal to\/a .
We emphasize that for the spacel? (x,x +T(x)),
the length of the orthogonality interval [x,x +T(x)] is

no longer constant, but varies according to the value of
the period T (x) at the point X. The orthogonality itself

means that the scalar product of different functions of
system (2) is equal to zero, and identical onesis equa to
p , for example

(sinmxa,sinnxa):
t+T(t)
o axt tsinmé sinnx®dx=0,m? n,
t
. . ©)
(smmxa,smmxa):
t+T(t)
o axtsnmédx=p,m=12L
t
The generalization of trigonometric FVP (TFVP)

sinx?,cosx*, x>0
cosg(x), xi I, a the same time, the function

is the functions sin g(x),

g(x), xT | must satisfy certain conditions [5], in
particular, be continuous, piecewise differentiated,
gtrictly increasng or decreasing, the domain of its
definition is a certain interval 1 =[a,b], and the
variation satisfies the condition V) > 2p . The variable
period of functions sin g(x), cosg(x) is denoted
T,(x), xT 1. the  basic

sing(x), cosg(x), we create a new system of

Using functions

trigonometric functions, which is the generalization of
system (2):
sinng(x),cosng(x), xI 1,n=1.2,L. 4)
This system is orthogonal on the
x,x+T,(x)gl | with the weight function g(x).

interval

It is important to note that a partial case of
system (4) is the Chebyshev polynomial. Let us
consider a shortened version of system (4),
specifically a system consisting solely of cos-
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functions: cosng(x), xI 1,n=12,L_, and choose

g(x)=arccos x, | = [ 1,1]. As aresult, we obtain a
system cos(narccos x), n =1,2,L_, which is
orthogonal on the interval | = [- 11] with the

=-1/\1-

The resulting TFVP system is a well-known system
of Chebyshev polynomials of the first kind
T, (x) = cos(n arccos x), n=12L.

weight function g¢(x)=( arccosx

5. Approximation algorithm

The presence of orthogonal systems of trigonometric
FVP makes it possible to raise the question of the
development of information technologies for doing
research into PFVP. If we appea to the
recommendations of the constructive theory of functions
[6, 7], then the direction of research, which is based on
the *“algorithm of approximation” is effective,
especially for the applied use. Its essence is reduced to
the replacement of the investigated function f T F

where F is the set of functions approximated (in our
case, the set of PFVP), by another function j T F,

where F is the set of approximating functions. The

approximating function j  must satisfy certain
requirements, in particular, be “close” to the
approximation function f , reproduce its basic

properties, contain sufficiently complete information
about f , be comfortable in use. The Fourier sxies are
preferably chosen as a set of approximating functions.

6. Fourier seriesof PFVP

Asfor the construction of a Fourier series for PFVP,
let us also draw attention to the following issues. A
variable period of the function for which a Fourier series
is constructed and a variable period of the corresponding
trigonometric system of functions must coincide. Let
f(x), X3 0 be the function with the variable

periodT(x):-x+(x"" +2p)¥a, x3 0. To construct its
the TFVP
sysemsinnx®, cosnx*,a >0,n=1.2,L_, whose

variable period has the same anaytical expression as the
function period. Let us write the Fourier series

f(X)»
function f (x).
Taking into account scalar products (3), the Fourier

coefficients of this series are determined by the
formulas:

Fourier series, we use

¥
a,/2+ & a coskx® +b sink®  for the
k=1

111

t+T(t)
& XL (%) o
t

t+T(t)

Tl TS

&

a, 21 () coskx® dx, (5)

~o

t+T(t)
o XM (x)sinke® dx.
t
The pointt 3 0 as the lower boundary of the

integration interval is chosen arbitrarily. At this point,

a

the variable period Tft)=-t +(’[a +2p)% , therefore

the segment of integration is the orthogonality interval
é u

[t t+T( )] g, (ta +2p)% (. Bessel's inequality has
e

the form

N |

=

+Bat e jrof ©)

=1

x+T(x)
where||f||:,/If,f5:\/a o XM %(x)dx
X
Let us consider an example of calculating the
coefficients and constructing a Fourier function

for f(x) = Sign(sin x2 ) x 3 0, with the variable period

T(x)=- x+(xe +2p)% when a=3/5, and, for
comparison purposes, carry out similar calculations for
the same function whena =1, i.e. for the well-known
from mathematical analysis function
f(x)=sign(sinx), which  describes  periodic
oscillations of rectangular form with the constant period
T =2p . Let us also check Bessel’s inequality for these
functions.

..5
Example. T(X):-x+§§<%+2pf x3 0 is the
%]

variable period  for f(x):signgginx%g,ﬂo
2

(Fig. 4). To cdculate the Fourier coefficients, it is necessary
that the integration be performed according to formulas (5)

O/u

%
on theinterval ft t +T( )]= é §5+2p— U. Let its

left point be t =20 for this interval. At this point
5

T(2o)=-2o+g?o%+zpf » 45.69457, therefore

%]

the integration interval is the interval

[20, 20+T(20)]» [20, 65.69457].
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The resulting first five coefficients are given in
Table 1. For comparison purposes, Table 2 representsthe
Fourier coefficients of the function f (x) = sign(sin x)
calculated according to the same formulas (5), but
witha =1.

/(%)
1 _
x

0

-1

3/
Fig. 4. Graph of the function f(x) = sign%%in xé 2
o
The comparison of the Fourier coefficients for the
3
fundtions f (x): signggin XAQ and f (x) = sign(sin x)
[

shows their "practical" coinddence Some inconsgendies
can be explained by errorsin caculations

Table 1
Fourier coefficients of a function with variable period

Function with variable period
f(x) :sign(sjnx%)

Coefficient
number Orthogonality interval [20, 65.69457]
3, k=010 b, k=110

0 0.00005

1 0.00004 1.27324
2 0.00005 0

3 -0.00001 0.42441
2 0.00003 0

5 -0.00001 0.25465

2

9
% + 8 a2 +h? =1.9797632
k=1

Kt =2
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Using the obtained Fourier coefficients, we construct
finite Fourier series of these functions. Fig. 5 shows a
graph  of the finite  Fourier series  of

f(x):signga%inx 50 (solid line) and a graph of the
(4]

function itself (dotted ling). Comparing these graphs, we
can argue that with n =20 thefinite Fourier series

%+§akcoskx% +bsinkx’®
k=1

is “good” to reproduce the form of the function itself.
Similar conclusions can aso be drawn while comparing
the finite  Fourier series both  for  the
function f(x) = sign(sin x), whose graph is shown in
Fig. 6 (solid line, and for the
f(x) = sign(sin x) (dotted line).

The Tables also present the calculation results for
the formulas included in Bessdl’s inequality (6). The
comparison shows that the calculation results for these
functions also practically coincide. This suggests that the
Fourier series of PFVP congructed in the work is
sufficiently close to the function itself.

)
| | |
X

40 60 80 1\00
I
| |

function

fx)

N

0 2

—_

—
=
b=

Fig. 5. Function f(x) = signégi n x% (_—). x1 [0,100], (dotted line)
o

and its Fourier series (first forty terms, solid line).

Table 2
Fourier coefficientsof a function 1)
with constant period 1 ) _
Function with constant period
f(x) = sign(sin x
Coefficient _ _( ) =son(sin x) X
number Orthogonality interval [O,Zp] = [O, 6.28319] 0 5 10 15 20
k=010 k=010

O ak o ak _1 rv.vA v;.vnv W\MM%I

- . L2 Fig. 6. Function f(x)=sign(sinx), xi [0,20], (dotted line) and

3 0 0.42441 its Fourier series (first forty terms, solid line).

4 0 0 . . .

5 0 TS The information technologies developed for the

a .8 o 2.
S +&ai+bl=197974

k=1

HI =2

construction of the Fourier seriesfor PFVP will form the
basis for the research both into anayticaly given
functions and into empirical ones, primarily
el ectrocardiograms with a variable period.
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7. The heart rhythm variability

In the applied research into the PFVP,
knowledge of the VP is rather an exception than
regularity, therefore we often deal with the task of
finding its evaluation. A similar situation is observed
for periodic functions and for periodic random
processes with a constant period. But if the tasks and
methods of evaluating the constant period were
considered in a large number of works, as indicated,
for example, in [8], the issue of evaluating the
variable period remains unstudied.

We can indicate two important directions for
using the variable period evaluation. The availability
of an evaluation allows us to consider the problems
of constructing Fourier series of the PFVP, using the
evaluation of the variable period instead of its exact
value. In addition to the construction of the Fourier
series, the evaluation of the variable period will have
an important significance for the problems of its
direct use, primarily in cardiology, in the study of
the cardiac rhythm variability. According to [9], the
heart rhythm variability (HRV) is unevenness in the
frequency of heart contractions caused by the
influence of various regulatory processes in the
human body.

The question of variability is considered in many
works of medical and statistical direction. There are
several methods for evaluating the heart rhythm
variability. Statistical methods form an important
group. The basis of these studies is the methods for
analyzing the sequence of R- R cardiogram
intervals, i.e. the intervals between adjacent heart
contractions. The literature review shows that the
methods of statistical analysis are based on the
assumption (hypothesis) that the specified sequence
is stationary. Scientifically grounded methods of
studying variability for cases where the sequence of
R - R intervals is different from the stationary one
are practically lacking. And only the study of PFVP,
as well as solving the problem of evaluatingthe
variable period open the possibility of developing a
theory and methods for studying the variability of
the heart rhythm in nonstationary regimes, i.e. in the
cases of impact of some “exciter of calm”, for
example, physical exertion, on the human body.

8. Evaluation of VP and cardiac
variability after physical activity

Consider an example of VP evaluation of an
electrocardiogram (ECG), obtained after an impact of
physical exertion, on the patient. and determination of
diagnostic parameters of variability. At the first stage of

rhythm
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the experiment, the patient was subjected to physical
activity (twenty deep squats). Immediately after
sguatting the R- R intervals were sdlected, i.e. the

values of its VP T(t) a the time points
t. k=1L2,,n: Ty =tgsq - t, where t, — the
moment of the appearance of the Kk -th R-teeth of the
ECG. On the basis of the values of the VP T, the
values of the variable frequency (VF) n, =1/T, were
calculated. Each tenth value T, and ny
Fig. 7, graphs 1b and 2b. The analysis of the dynamics of

is shown in

the change inT, and n| shows tha it is initidly
expedient to carry out the approximation of the VF n,
since for values N exponential dependence of the form
n(t)=a+be @', t1 (0,¥) ischaracteristic.

Using the values N and mathematical package

[10], the coefficients @, b and the parameter a were
calculated using the least squares method: a=1,176,
b=0,995, a =0,014. Graphs of VF

n(t)=a+be @'=176+0.995" e 0014
T(t)=1/(1176+0.995" & °**) are shown in Fig. 7

and VP

(graphs 1a and 2a, respectively).

Note that from the standpoint of cardiologica
andysis, the parameter @ means the heart rate (heart
contractions), that occurs in some time after its
Stabilization (resting heart rate ), the parameter b
indicates the magnitude of the increase in the heart rate
in comparison with the frequency in theresting state, the
parameter a characterizes the "speed" of pulse
stabilization.

Tt v

16

(¥}
—
®

T N e r

0 30 60 90 120 150 180

Fig. 7. Experimental values of the VF N, and the VF function
n(t) (graphslaand 1b), thevalue of the VP Ty and the
function of the VP T('[) (graphs 2a and 2b).

In addition to the parameter a that is a

characteristic of the speed of pulse stahilization, the
duration of the stabilization, i.e. the interval from the
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moment t1, when the counting of the R- R intervals

Ty began, until the moment f, when the pulse has
stahilized, is informative in the diagnogtic tasks. The
value f can be found as such a moment on the

(O, ¥ ) : the

n({)- a=e>0. At the same time for t<f, the

numerical  axis when difference

difference n(t)- a>e, for t>f, the difference
n(t)- a<e.Thevaue e ischosen based on practical
considerations and advisory advice from cardiol ogists.

9. Evaluation of post-exercise cardiac rhythm
arrhythmia

According to many literary sources of medical
nature, an important indicator of cardiac rhythm
variability is arrhythmia, that is, the mean square
deviation of the values of the sequence of R- R
intervals from the evaluation of their mathematical
expectation. When calculating the value of arrhythmia,
the sequence of R - R intervalsis considered stationary
[9]. In our casg, i.e. after the impact of physical exertion
on the human body, the sequence of R- R intervalsis
significantly different from the stationary one, so the
method for the determination of arrhythmia described
above is not appropriate.

To evaluate the post-exercise cardiac arrhythmias, we
propose the aboveused algorithm, which takes into
account the deviations of the R- R intervals, that is,
the values T, k=12,..,n from VP

T(t)=]/v(t)=]/(a+be'at). By the amount of

arrhythmias for the case described, it is natura to usethe
value

n n 2
st=a (- Tw))?=a el - 1 0

k=1 k=1 a+be 3% g
or the corresponding mean square deviation

s =yS¢/n. ®)
There is no doubt that for practice problems, it is
expedient to use a mean square deviation S 7. It isalso
necessary to note that in formula (7) the values
Tk, k=12,L,n arethevauesof R- R intervals (of
the variable period) obtained as a result of the
experiment, T(tk) — the values of the variable period,
calculated by the formula

T(t)= ]/(1.176 +0.995" € 0.014)

inpoints t =t .
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In addition to evaluating arrhythmias that are
calculated using R- R intervals, the "arrhythmia"
of the heart contractions frequency can be calculated
similarly. Quadratic arrhythmia (deviation) of
frequency

n n
. 2
=8 (- ut)) =8 b - a0
k=1 k=1
mean sguare arrhythmia of frequency

s, =\S/n.
The results of the above experiment (experiment 1),
tha is, the values of the coefficients a, b, the
parameters a , St and s, ae given in the table. For

comparison, the results of
(experiment 2) are aso given.

another  experiment

Table 3
Experi-
ment a b a ST Sy
number
1 1.176 0.995 0.014 0.025 0.017
2 1.127 1.121 0.020 0.027 0.018

The values of the coefficients a, b and the
parameter a , included in the formula VP T(t) and VF

Nn(t), and the values of the parameters S 1 and s, are

proposed to use as new diagnogtic features of the
variability of the post-exercise heart rhythm.

7. Conclusions

It is noted that in addition to empirical periodic
signals, whose model is a periodic function, applied
research deals with signals also characterized by
periodicity, but their period changes in some way.
However, if for periodic functions, their theory, first
of all, the Fourier series, and analysis methods have
been developed quite deeply, signals with a variable
period practically have not been studied. The paper
highlights the main achievements of the theory and
methods of studying signals with a variable period.
The basis of the research is the model of such signals
— these are periodic functions with a variable period.
The main direction of the research is the
recommendations of the constructive theory of
functions — approximation of functions with a
variable period by the Fourier series. To construct
such series, we have developed methods for the
formation of orthogonal systems of trigonometric
functions with a variable period, with their variable
period having to coincide with the period of the
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investigated function. An example of constructing a
Fourier series for the analytically given function
with a variable period is considered. The issue of
evaluating the variable period of the PFVP is also
raised, and for the ECG obtained after physical
activity, evaluations of the VF and VP were derived.
The evaluation of the VF turned out to have the form
of exponential function, which is determined by
three parameters.The obtained results reveal the
perspective directions of the research into real
signals with a variable period, in particular,
electrocardiograms obtained during or after the
exposure to “the exciter of calm”, and the values of
the parameters of the VF evaluation significantly
complement the arsenal of diagnostic features of the
ECG and VF of heartbeat.

References

[1] M. Pryimak, |.Bodnarchuk, and S.Lupenko,
“Conditionally-periodic stochastic processes with
variable period”, Visnyk Ternopilskoho derzhavnoho
tekhnichnoho universytetu, no. 2, pp. 143-152,
2005. (Ukrainian)

[2] M. Pryimak, “Periodic functions with variable
period”, 2010, http://arxiv.org/pdf/1006.2792v1

[3] M.Pryimak, R.Sarabun, and L.Dmytrotsa,
“Evaluation of variable period and frequency”,
VWymiryuvalna ta obchydyuvalna tekhnika v
tekhnolohichnykh  protsesakh, Khmelnytskyi,
Ukraine, no. 2, pp. 76-82, 2011. (Ukrainian)

[4] M.Pryimak, Ya Vasylenko, and L.Dmytrotsa,
“Signals with variable period and their
simulation”, Visnyk NTUU “KPI”, Seriya
“Informatyka, upravlinnya ta obchysyuvalna
tekhnika” , Kyiv, Ukraine, no. 59, pp. 116-121,
2013. (Ukrainian)

[5] Ya Vasylenko, L.Dmytrotsa, M. Oliynyk,
and M. Pryimak, “Methods of description
of functions with variable period and their
approximation”, Visnyk Kharkivskoho natsonalnoho
universytetu imeni V. N. Karazina, pp. 3647,
2016. (Ukrainian)

[6] S. Bernshtein, Constructive theory of functions.
Moscow, Russia: Academy of Sciences, vol. 2,
1954. (Russian)

[7] I. Natanson, Constructive theory of functions.
Moscow, Russiaz Gos. lzd-vo tekhniko-teoreti-
cheskoy literatury, 1949. (Russian)

[8] M. Sarexennikov and A. Pervozvanskiy, Separation
of hidden periodic functions. Moscow, Russia
Nauka, 1965. (Russian)

115

[9] S. Kovalenko and L. Kudii, Variability of

heart rhythm. Methodology. Cherkasy,
Ukraines Bohdan Khmelnytskyi National
University, 2016. (Ukrainian)

[10] D. Kiryanov, Mathcad 11. S, Petersburg,

Moscow: BHV-Peterburg, 2003. (Russian)

MEPIOIAYHI ® YHKIIT
31 SMIHHAM NEPIOJIOM
TA iX HABJVKEHHSIMHA

PSIIAMHU ®YP' €

Muxomna [Ipuiimak, SpocnaB Bacunenko,
Jlecs Imurpouna, Mapist OmiiHIK

3BepHYTO yBary, L0 KpiM NEpiOAMYHUX EMIIPUYHUX
CUTHAJIIB, MOJEIUII0 SKUX € NepioguuHi (yHKUii, Tpamis-
I0TBCSL CHTHAJH, SIKi BeIyTh ceOe MOAIOHO IMepioguyuHuM,
ajie Ipy LbOMY IIepio]] MOBTOPIOBAHOCTI TXHIX 3HAYEHB yKe
HE € MOCTif{HUM, a IeBHHM YMHOM 3MiHIO€ThCs. Harnmsoaum
npukiagoM € enekrpokapaiorpamu (EKT), orpumani mig
4yac 4M micns Aii Ha opraHi3M MaljieHTa MeBHOro 30yIHUKa
CIOKOIO, HaNpuKiIaja, (pi3WYHOro HaBaHTaXKEHHS. SIKMM ke
YUHOM JOCTi/DKYBaTH IEPIOJWYHI CHTHAIHM i3 3MIHHUM
nepiogom (ITC3II)? Ornsig JliTepaTypHHUX JKEpell MOKa3ye,
IO JOHEJaBHa Ha L€ MNUTaHHI OyIb-1Koi HayKOBO
oOrpyHToBaHOi BiAmosini He Oymo. Tomy po3pobieHHS
inpopmaniiinux Ttexuomorii (IT) mocmimxenns IIC3IT e
aKTyaJIbHOI0 SK 3 TEOPETHYHOTO, TaK 1 NPHUKIATHOTO
norsiy. Jlist 1i BUpIIIeHHs IPONOHYIOTh BUKOPUCTOBYBATH
MiIXiK, CyTh SKOrO BKJIAJAETHCS B Tpiaay “Moaelb—
anroputM—Iiporpama’. [IeBHI pe3ynbTaTH Ha IBOMY HUIAXY
B)K€ OTpUMaHi B HOIeEpeqHiX poboTax aBTOpiB i€l cTaTTi,
30KpeMa HaBEIEHO O3Ha4yeHHS MepioauuHoi ¢QyHKIIT i3

3MminauM  nepiogoM  (TI®3II), po3risHYTO IPHKIAIH
tpuroHomerpuyrux O3IT (TO3II) Ta 3anucani ixHi 3MiHHI
nepiogau, po3poOIeHO  METOJ  YTBOPEHHS  CHCTEMH

oproroHanbHux T®3II i BU3HAYEHO CKAJAPHHUH 100YTOK
g GyHkuii cucremu. YV nii podori 3anucano psag Oyp'e
quia IID3IT Ta orpumaHo Gopmynu ais 3HAXOIKEHHS Horo
koedinieHTiB. Sk npuknan mnoOyaoBaHO CKIHYGHUH psf
Oyp’e ms ananituyno 3ananoi IIO3I1 ta nokasaHo, wo i3
301IBIICHHSIM KUTBKOCTI KOe(illi€HTIB psii HAOIIKAETHCS 10
camol ¢yHKLIT, O MiATBEPAXKY€E NPAaBWIBHICTh OTPUMAHUX
TEOPETUYHUX PE3yNIbTaTIB.

BpaxoByroun, mo st 6inbmocti emnipuannx [1O3I1
X 3MiHHUI Iepio]] € HEB1AOMMM, MTOPYLICHO IMUTAHHS HOro
ouinku. s Bumanky EKI', orpumanoi micist ¢izuuHOro
HaBaHTaXEHHs, MOOYIOBaHI OIIHKH il 3MIHHOI YacTOTH
(34) Ta 3II. BusBwiocs, mo ominka 3Y Mae BUrisg
eKCIOHeHIiHOI (QyHKIii, II0 BU3HAYAETHCS TpPbOMa
napametrpamu. PozpoGneni IT ansa susuenns [1O3I1 narots
MoxIMBOCTI mocmikyBatu peanbHi [IC3II, 3oxpema EKT
31 3II, a orpuMaHi 4YHUCIOBI 3HA4YCHHA IapaMeTpiB
BUKOPUCTOBYBATH B 3a/layax MAiarHOCTUKH, IiJTPUMKHU
MIPUHHSTTS PillleHb.
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