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It is well known that electric drives demonstrate various nonlinear phenomena. In particu-
lar, a chopper-fed analog DC drive system is characterized by the route to chaotic behavior
though period-doubling cascade. Besides, the considered system demonstrates coexistence
of several stable periodic modes within the stability boundaries of the main period-1 orbit.
We discover the evolution of several periodic orbits utilizing the semi-analytical method
based on the Filippov theory for the stability analysis of periodic orbits. We analyze,
in particular, stable and unstable period-1, 2, 3 and 4 orbits, as well as independent on
stability they are significant for the organization of phase space. We demonstrate, in
particular, that the unstable periodic orbits undergo border collision bifurcations; those
occur according to several scenarios related to the interaction of different orbits of the
same period, including persistence border collision, when a periodic orbit is changed by a
different orbit of the same period, and birth or disappearance of a couple of orbits of the
same period characterized by different topology.
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1. Introduction
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It is known that electric drives being fed from power electronic converters may demonstrate nonlinear
phenomena related to switching in the converter [1]. For example, it was demonstrated by Chau et al.
in [2], that a simple chopper-fed DC drive (Fig.1) with the change of input voltage or feedback gain
leaves its stability region of period-1 operation associated with the period-doubling cascade.

Later on, Okafor et al. [3] reported the coexis-
tence of multiple attractors (several stable orbits ex-
ist simultaneously for the same set of parameters) in
a DC-drive with a full-bridge converter. It was also
demonstrated that coexisting behavior remained un-
observed in the previous numerical experiments due
to the smooth change of initial conditions in the previ-
ous numerical simulations. In [4], the same behavior
was reported for the topology as in Fig.1. In par-
ticular, it was demonstrated that for feedback gain
g = 2, the stable period-1, 3 and 4 modes coexist. The
boundaries of stability for those modes as g changes
were discovered utilizing Filippov theory.

It should be noted that in [4], stable orbits were
analyzed. However, unstable orbits play an important
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Fig. 1. Circuit diagram of an analog chopper-fed
DC drive [2].

role in the organization of state space as well [5]. They cannot be detected neither experimentally nor
from numerical simulations, but may cause different nonlinear effects in a system. As a consequence, [6]
proposes to analyze nonlinear systems by finding periodic solutions up to period nT (n = 1,2,3,...,
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44 Kuznyetsov O. O.

where T is the period of the main period-1 solution), both stable and unstable, with the next con-
tinuation along those solutions. These ideas were successfully implemented in [7] for the problems of
detecting of so-called “rare attractors” — those are stable periodic orbits existing in a narrow range of
the varying parameter. The same “rare attractors” were observed in a switching power converter [8,9].
Reference [9] examined the effect of switching delays on the previously reported behavior.

In the present study, we follow [4] by applying the Filippov theory for the analysis of periodic
orbits in a DC drive system. The theory itself is exposed in [10], and it was implemented in [11] for the
stability analysis of periodic orbits in switching power converters. In the literature, [11] is often referred
to as the first application of the theory to power electronic area; however, for our knowledge, the first
application of the theory to stability analysis of power electronic circuits belongs to [12]. Following [11],
Mandal et al. [13,14] proposed an algorithm for the detection of (un)stable periodic orbits in hybrid
dynamical systems depicted by ordinary differential equation (ODE) systems. Due to their nature,
associated with different topology for different state of power switches, power electronic and drive
systems are suitable case studies for the algorithm. Recently, the Filippov theory was extended to
the analysis of switching power converters modeled as hybrid differential algebraic equations (DAE)
systems as well [15].

It should be noted that Filippov theory can be applied not only for the analysis, as in [16], but also
to control the stability of a periodic orbit [17,18].

In the current study, we apply the ideas in [6, 7| for the analysis of (un)stable periodic orbits in
the simple chopper-fed DC drive (Fig.1). This extends the results obtained in [4], where only stable
periodic orbits were analyzed. For those purposes, we apply Filippov theory and the modified algorithm
from [13].

2. Description of the system

We consider a chopper-fed permanent magnet DC drive with the speed feedback loop and an analog
control circuit (Fig.1 [2]) operating in a continuous conduction mode. ODE system describing the
considered simple DC drive depends on the state of the switch VS (Fig.1). Thus, when veon < Uramp

the switch is on 07w B K » N
5[1@}:[— —%Hz‘(t)]*[z}’ (1)

and when veon = Uramp the switch is off

alie =[5 3 0] ®

Both (1) and (2) in state-space are represented as

=~
<

h‘@klm

x=Ax+Ey, (k=on, off) (3)
where
A= __f;/JL fﬁ% ] LT [ Lfg)) } B = [ o ] o Bem [ _v?;L//LJ ] |

Matrix E;, is equal to the product B u form the standard state-space representation.

The power switch VS changes its state to the other one each time when both voltages (4) and (5)
are equal, or when after the time event associated with the ramp signal vyamp, the relation between
Vcon and vramp changes.
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In Fig.1, the carrier signal voltage (ramp voltage) is a 8
sawtooth wave characterized on the ramp period T as
t -
Uramp(t) =+ (Uu - Ul) (f mod 1) ) (4) . As
=4 A
ramping upward from the lower v} to the upper v, level volt- - O
age. In the considered case study, a proportional speed con-
troller is utilized, therefore, the control signal veo, is propor-
tional to the difference between the instantaneous speed w(t) 0
and the reference speed wyef: 100 101 102
w (rad/s)
Veon(t) = g (W(t) — wret) (5) Fig. 2. Phase portraits of the co-existing
period-1, 3 and 4 attractors A;, ¢ =
where g is a feedback gain. {1,3,4} for g = 2.

The equations in the subsection are based on 2], and the
parameters of the drive system are taken from [2| as well (provided in Appendix). Note, that we
follow [2] by considering the operation with low switching frequency (250 Hz) in order to simplify the
model by neglecting parasitic reactance and amplification of switching noise, thus focusing on the main
theoretical results [1].

As it was mentioned earlier in the Introduction, [4| reported the coexistence of three stable at-
tracting sets for the same parameters as we use in our study. Applying the mathematical description
of the system (1)—(5) in Matlab environment, we have evaluated those attractors (Fig. 2) as well as
trajectories referred to period-1, 3 and 4 modes (Fig. 3).

Period-1 mode Period-3 mode Period-4 mode
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Fig. 3. Trajectories of the co-existing period-1, 3 and 4 modes for g = 2.
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3. Filippov theory and its application for the analysis of electric drive systems

3.1. Outline of the Filippov theory

For the switching power converters, their dynamics is governed by the clock, characterized by period
T, responsible for the generation of the ramp signal v;amp. Therefore, an n-periodic orbit depicts a
transition in the state space from a state xg = x(0) at a clock instant to the same state after n clock
periods: xg = x(nT'). An electric drive system with a power electronic converter in the state space is
split into at least two partitions with periodically moving borders [19]. We consider each partition as
a linear time-invariant (LTI) system depicted by an equation x = Ax + Bu.

Below, we present the Filippov theory from the point of view of the analysis of the switching
converters [11].

In each subsystem, their transition from x(tg) to x(t) is governed by the state transition matrix
B(t,ty) = eAlt10) 50 as:

x(t) = @(t,t0) x(to)-

Thus, the evolution of perturbation:
AX(t) = ‘I’(t, to) AX(tO).

When the state crosses the border between the two subsystems depicted by the vector fields f_ and
f,, the state transition matrix (saltation matrix) describes a relation of the perturbation just after the
event Ax(t) to that just before Ax (¢t_):

Ax(ty) = SAx(t_).
In Filppov theory, the saltation matrix for a switching event at ¢, is derived in the form [11]:

(fp —f )n'

S=1Iy+
oh
n'f + Bt ‘t:tsw

: (6)

where Iy is identity matrix of order N, where N is the number of dimensions of the state space, the
hypersurface in the state space 3 is represented by the switching condition h (x,t) = 0, n is the vector
normal to X, ()T is transpose operator.

For an n-periodic cycle, the evolution of the perturbation is governed by the monodromy matrix
M, so as

Ax(tg +nT) = M Ax(tp),
and the same can written for the evolution of the state:
x(to +nT) = Mx(tp).

Consequently, M is utilized as the Jacobian matrix around the periodic steady-state for the analysis
of its stability [14]. Therefore, the eigenvalues of the monodromy matrix A; (¢ = 1,..., N) are utilized
to study the stability of a periodic orbit according to the relation |);| < 1 (all eigenvalues should lie
inside a unit circle).

3.2. Calculation of stability of periodic orbits utilizing Filippov theory

Let the dynamical system moving around the periodic orbit m times crosses the switching hypersur-
faces. For the generalization, let there be m different subspaces, therefore, the same number of the
switching hypersurfaces ¥; (i = 1,...,m) and transition between the subsystems are governed by the
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saltation matrices S;. The transition over a cycle nT" is governed by the monodromy matrix:
M=S,, XxX®,, XS, 1 XP®Py_1X...xSyx Py xSy x P;q. (7)

Detection and continuation of periodic orbits utilizing Filippov theory is based on the algorithm
described in [13]. First, let us assume that we have a priori information about the periodic orbit: an
initial state x¢ and the sequence of subsystems visited by the orbit. Initial state of the periodic orbit
can be obtained by integration the ODE system representing the model until steady-state is obtained.

Afterwards, starting from xy we integrate the ODE system until the switching event is detected. In
the current study, we have utilized standard Matlab function ode45 realizing the explicit Runge-Kutta
method of order 4, 5. Event detection was implemented utilizing the built-in ODE solver feature.
When a switching instant ¢; is detected, the matrices x;, ®; and S; are calculated as it was described
above in the subsection 3.1. In the end, when the state x,, is obtained (it should be equal to x¢), the
monodromy matrix is calculated after (7). The resulting decision on the stability of the orbit is based
on the eigenvalues of M.

It should be noted that in [13], the algorithm requires no a priori information about the sequence
of subsystems. That means, the form of the expression for each S; is a priori unknown, it depends
on the type of event detected. Those operations are simply implemented with built-in Matlab ODE
solver.

However, in our study we have utilized both algorithms—‘manual” and “automatic.” The details for
the use of both algorithms will be provided below in subsection 4.7.

3.3. Continuation of periodic orbits utilizing Filippov theory

The detection of a periodic orbit is based on an initial guess xj,, that can be obtained by the straight-
forward integration of the ODE system. Afterwards, Newton—Raphson search routine is applied with
the next step x{ given as [13,14]:

OXm -1
X, = X0 — <—(9X0 - IN> (Xm — Xq) - (8)
Since 9 P P o P
X _ 0% X1 0% %1 _
Tl X Sp_1 X % s X Spp_a X ... X %, X S1 % % M, 9)

then partial derivative in (8) is a monodromy matrix, and (8) is converted to
xh=%0— (M —Ix)"" (%, — X0). (10)

With the obtained new value of xg as an initial guess, we repeat the described above search routine
with the parameter slightly varied. Updating the state transition and saltation matrices, and as a
result, new monodromy matrix, a new periodic orbit is obtained after (10). Thus, the evolution of the
periodic orbit is discovered independent on its stability.

3.4. Saltation matrices of the DC drive

To calculate saltation matrices for the system under study, we require the expressions for the switching
hypersurfaces 3; and the normals to them n;. The following expressions are adapted from [4], where
the system is examined.
Thus, when the switching instant is associated with the equality of (4) and (5), the switching
hypersurface is given by
Sy = {(, Bl (%, 1) = 0},
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where

hi(x%,t) = Veon(t) — Vramp(t) = g (X1 — Wref) — <v1 + (vy — vl)%> . (11)

Therefore, the partial derivative from (11):

Oh1  wvy—u
TR (12)

n:[%]:[g] (13)

)

the normal vector is

Equations (11) and (12) are substituted into (6) to obtain the expression of S; related to the
crossing of switching hypersurface.

If the switching is associated with the time event (the end of the switching period) ¢ = nT, then
92 — o0 due to discontinuity of vyamp(t). Substituting infinity into denominator into (6), we obtain

ot
the saltation matrix Sy = Iy.

4. Analysis of the periodic orbits in a DC drive

4.1. A glimpse at the structure of periodic orbits

We have constructed the bifurcation diagrams for the stroboscopic map x,,+1 = P (x;,), where x; is the
state at t = ¢T". We analyze periodic orbits of different order as the bifurcation parameter g changes,
taking into account stability of the orbits (Fig.4). Here and below, we use blue lines for stable periodic
orbits, whereas yellow — for unstable ones.

8
102 + \ E 6 /_;¢
< L
\cg/ \ \: 4 I
3 101 + “ i
S~ 91
100 - - - 0 : : :
1.5 3 4.5 1.5 3 4.5
g g

Fig. 4. General structure of the bifurcation diagram of period-1, 2, 3, 4 and 6 orbits of the DC drive: speed w
and current ¢ with the change of feedback gain g. Here and below, we use blue lines to indicate stable periodic
orbits, whereas yellow — for unstable ones.

While the stable period-1, 3 and 4 orbits that coexist in some range of gain g were analyzed in [4],
the unstable ones still remain undiscovered.

Below, we use the following notation of orbits: O, ; denotes period-n orbit, 7 is the sequence
number, if more than one orbit of period nT exist; superscript ‘s’ or ‘u’ is used to distinguish stable
and unstable orbits.
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4.2. Analysis of the period-1 orbit O,

Period-1 orbit desnotes the main operating mode the drive system is designed for (Fig.5). As it was
demonstrated by Okafor in [4], complex conjugate eigenvalues of the monodromy matrix have the same
absolute value below g = 2.302 while their imaginary parts decrease; afterward, one of real eigenvalues
moves to the border of the unit circle at —1, while the other—to the center of the circle (Fig.6). At
g = 2.337, the first one leaves the unit circle at the point —1. That means, O; loses stability through
period-doubling bifurcation causing the smooth birth of a period-2 orbit.

8
102 +
6 F———
| / '
Q . Or |
9 = ' "
H o : =t | L @
3 101 + — 01 [ |
= / )| —
| |
100 L 2.337 , oL 2.337 ,
1.5 3 4.5 1.5 3 4.5
g g

Fig. 5. Period-1 and period-2 orbits of the DC drive: speed w and current ¢ with the change of feedback gain
g; other orbits are shaded in gray. The highlighted region is blown-up in Fig. 7.
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Fig. 6. Eigenvalues A1, Ao of period-1 orbit O;: real and imaginary parts, absolute values, and eigenvalue loci.

4.3. Analysis of the period-2 orbits O, ;

The newborn period-2 orbit Oy 1 undergoes the same period-doubling scenario as in the case of Oy; at
g = 2.923 it becomes unstable (Fig.7) with the birth of period-4 orbit, that is not analyzed here.

As with the increase of g the switching instant ¢y approaches the value T; at g = 2.95, it arrives to
the end of the first period, and the structure of trajectory changes (Fig. 8, where the regions of interest
are highlighted by circles). Os1 disappears, and a new period-2 trajectory Os 5 is born through border
collision bifurcation.
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Fig. 7. Blow-up of Fig. 5 demonstrating period-2 orbits O ;.
0y for g =2.7 Oy for g =3.2
E/ 2L E/ 2t 1
g g
0 b ta 2T 0 T ta 2T
t(s) t(s)
Fig. 8. Period-2 trajectories: before border collision for g = 2.7, after border collision for g = 3.2.

. Let us introduce the following symbolic rep-
= 0 Mi resentation: 1 denotes ‘off’ state of the switch,
E 5l : when veon > Uramp, and 2 — ‘on’ state when

) S Ucon < Uramp (the numbers may be interpreted
. ' as the sequence number of a subsystem visited
% O b : by the trajectory). Therefore, we represent an
= ' orbit as a sequence of those states. For the
-1 : simplicity, let separate periods be divided by
_ 3y ] dashes.
= T b o, Thus, from the point of view of symbolic rep-
: resentation, at ¢ = 2.95, we have a transition

Fig. 9. Eigenvalues characterizing the period-2 orbits

4.4,

from the orbit characterized by (12 — 12) to the
g one characterized by (1 — 12). Disappearance of
02,1 and the birth of Oy » is also observed as new
eigenvalues set suddenly appearing at g = 2.95,

before and after border collision at g = 2.95. ) ) . :
while the previous set disappears (Fig.9).

Analysis of the period-3 orbits O3 ;

Unlike those analyzed before, the behavior of orbits Os;, ¢ = 1,2...5 is quite complicated (Fig.10);
up to four period-3 orbits may coexist for the same g value. Therefore, we analyze their behavior using
the third iterate of the stroboscopic map x,y11 = P3(x,) to separate one of the subbranches from

Fig.

10 (Fig.11). Note, that in Fig. 10, numerical values of g are labeled, while in Fig. 11, characteristic

points are labeled as A to F'. Below, we analyze each of the orbits and the transitions between them.
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Fig. 10. Period-3 orbits of the DC drive; period-1 orbit is shaded in gray.

First, at ¢ = 1.4 (at A in Fig.11),
two orbits 031 and Oz are born via
the border collision bifurcation. Both of
them are characterized by different sym-
bolic sequences: 031 — by the sequence
(12 —-1—-12), and O35 — by the sequence
(12 —12 —12) (Fig.12). Point A corre-
sponds to the case when veon = Uramp at
t =2T'. Hereat, Oz is stable, while O3 o~
unstable.

The stable orbit O3 1 at g = 2.098 un-
dergoes period-doubling bifurcation (B in
Fig.11) and becomes unstable. No other
behavior is observed.

O3 for g=1.5
=Ll 0
(=N
g
<
s
g
s .
0 t. :
0 1 T 2T ts
t (s)

3T

1.5 3 4.5
g

Fig.11. Schematic of the evolution of period-3 orbits
(third iterate map of period-3 orbit).

039 for g=1.5

=Ll

o

g

<

5

g .

s ty!

0 . 2_ .
0 T 2T t3 3T
t (s)

Fig.12. Two newborn period-3 trajectories after border collision at the point A (Fig.11) at g = 1.5.

In contradiction to O3, the unstable orbit O34 exists up to g = 2.172, where another border
collision occurs (C in Fig.11), and O3 3 is born. Like that related to the point A, this border collision
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is related to equality of veon and vyamp at t = 27'; two symbolic sequences are: (12 — 12 — 12) for O3 9,
and (12 — 1 — 12) for O3 3 (Fig.13).

O3 for g =2 O35 for g = 2.3

E/ 26 E/ 2+ T
& &
2 2
g : g
S ty: ®

0 : 2 : 0 : :
0 T 2T ts 3T 0 oo 2T ts 3T
t (s) t (s)

Fig.13. Period-3 trajectories: before border collision at the point B (Fig.11) for ¢ = 2, and after border
collision for g = 2.3.

At g = 3.489 (D in Fig. 11), the stable O3 4 and the unstable O3 5 orbits are born through saddle-
node bifurcation that can be observed when one of the eigenvalues crosses unit circle at +1. Both of
them are characterized by the same symbolic sequence (121 — 1 — 12) as can be observed in Fig. 14.
The orbit O3 4 becomes unstable at g = 3.683 (E in Fig. 11).

O34 for g =35 O35 for g =3.5

—~ 4 i ' ' - 4 | ' L
Z ///////ﬂgk\\\? z /,/////’ﬂﬁ‘\\}

= z 5 = g 5

221 ' 221 '

@h @h

g g

s : s

0 : : H 0 : : :
0o bty 2T ts 31 0 bty 2T ts 31
t(s) t(s)
Fig. 14. Two newborn period-3 trajectories after the saddle-node bifurcation at a point D (Fig. 11) for g = 3.5.
O35 for g =4.6 O34 for g =4.6

~—~ 4 i ' ' ~—~ 4 i ' '
2 i Z ;

I o

22l i 22t f

3 3

5 : -

s = :

0 : . 0 Doty _
0 b1 2T ts 37 0 T 27 ts 3T
t (s) t (s)

Fig. 15. Period-3 trajectories before border collision at the point F' (Fig. 11) for g = 4.6.

At g = 4.888 (F' in Fig.11), both orbits O33 and O34 collapse via border collision related to
the condition veon = Uramp at ¢ = T (Fig.15). Once again, the periodic sequences are different:
(12 -1 —12) for O3 3 and (121 — 1 — 12) for O3 4.

4.5. Analysis of the period-4 orbits Oy ;

Period-4 orbits demonstrate simpler behavior than those of period-3, however, three coexisting period-
4 orbits may be found for the same g value (Fig.17). Thus, at g = 1.955 two orbits: stable Oy
and unstable Q42 are born through the saddle-node bifurcation. They both coexist with an unstable
Oy 3 orbit (Fig. 16). The first two orbits are characterized by the periodic sequence (121 —1 —1 — 12),
while Oy 3-by the periodic sequence (12 -1 —1—12) .
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Oy 1 remains stable to g = 2.046, when it undergoes period-doubling bifurcation and a new period-8
orbit is born (not analyzed here); finally, it disappears within a border-collision bifurcation at g = 2.3.

o 8
4,2 u
102 Ots % 7\—
L Os _\ Ou = Ou
41 4,1 6L 031 4,1
0 . o
i) <
z » <
3 101 —
2l
100 1.955 2.046 2.3~ 2.59 0 1.955 2.046 :2.3 = (2.59
1.5 2.5 1.5 2.5
g g

Fig. 16. Period-4 orbits of the DC drive: speed w and current ¢ with the change of feedback gain g; other orbits
are shaded in gray.

Oy, for g =1.97

Oy for g = 1.97

—~ 4 S 4} ! S T
o : o : .
% 7 : <) % i : :
&2 ! 527 d
g : g ;
0 ty: : 0 : to: :
0 4 T 2T 3T 34T 0 t T 2T 3T t4T
t (s) t (s)
Oy3 for g = 1.97
- :
g
27
s .
0 L '
0 t T 2T 3T t3 4T
t(s)

Fig. 17. Coexisting period-4 trajectories for g = 1.97.

The orbits 042 and Oy 3 collapse in a border collision at g = 2.59 when veon = Vramp at the time
instant ¢t =T (Fig. 18).

Vcon s Uramp (V)

o

~

Oy for g =2.2
' tz; :
0t T 2T 3Tl o4r
t (s)

Vcons Uramp (V)

o

~

Oy 3 for g =2.2
0t T 2T 3T s 4T
t(s)

Fig. 18. Period-4 trajectories before border collision for g = 2.2.
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4.6. Orbits of higher periods

In [6], the author provides an idea of searching all periodic solutions up to some predefined period nT
to analyze all the variety of possible nonlinear phenomena. Note, that in the present study we limit
ourselves to the period-1, 2, 3 and 4 orbits. Some of the orbits of higher periods are associated with
period-doubling bifurcations of a period-n orbits, when those new of period-2n are born. For example,
period-2 orbit Oy 1 loses stability at g = 2.923, and period-4 orbit is born. Likewise, period-6 orbit is
born at g = 2.1, while the period-3 orbit O3 1, and at g = 2.26, it becomes unstable causing the birth of
period-12 orbit. It remains stable to g = 2.26, and collapses at g = 3.21 at border collision (Fig. 19)).
Another period-6 orbit is born at g = 3.683, etc. However, it is preferable to accompany the analysis
of periodic orbits with bifurcation diagrams obtained by the brute-force technique (by straightforward
simulations omitting transients), as it was the case in [8,9]. That is the direction of our future studies.

8
| o1,
102 | ] 03,
6 o; o;
~ L— —
—CS} \ Ov f:-/ 4r
FRu \ b ) S
3 \
N 9l
100 . 2.1 | 2.26 321 0 . 2.1 2.26 321
1.5 3 1.5 3
g g

Fig.19. Period-6 orbit along with period-3 Oz ; of the DC drive: speed w and current ¢ with the change of
feedback gain g; other orbits are shaded in gray.

4.7. Notes on the utilization of algorithms for the continuation of periodic orbits

Above in subsection 3.2, two algorithms for the stability evaluation of periodic orbits were outlined;
we name them here “manual” and “automatic.” In our study, we have utilized both algorithms for
the continuation of periodic orbits. However, while working with both of them, we assume, that the
“automatic” algorithm is more universal; it is suitable for the detection of periodic orbits independent
on their symbolic representation, because saltation matrices are computed depending on the type of
the switching event without any a priori knowledge of the events order. However, in the presence of
other coexisting periodic orbits, it may converge to another orbit, sometimes of another order.

Thus, for example, for a period-1 orbit the following condition is fulfilled: x(0) = x(7"), while for
a period-n orbit we have a condition x(0) = x(nT"). If the algorithm detects a period-1 orbit, it is
treated as a period-n orbit, as well as the least condition is also fulfilled for a period-1 orbit.

On another hand, “manual” algorithm requires preliminary analytical work for detecting the number
of crossings and their direction; however, that makes it more robust: periodic orbits of other periodicity
or even other symbolic within the same periodicity remain undetected. From the practical point of
view, the “manual” one may require lower values of tolerance in the Matlab ODE solver settings, that
results in a faster computation.

In our studies, we have utilized “automatic” algorithm for the cases where border collision leads to
the change of symbolic sequence within the orbit in order to simply detect the new orbit. The “manual”
one has been used for the final computation of the exact periodic orbit, when speed and accuracy are
required.
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5. Discussions and conclusion

While an electric drive system should operate in a stable period-1 mode, it may demonstrate various
nonlinear phenomena. In particular, for a simple chopper-fed DC drive system, the generic period-
doubling scenario of losing stability is widely described since [2]. It is also known, that for the same
parameter values, stable period-1, 3 and 4 orbits coexist [4]. The stability boundaries of those modes
were previously studied in the literature [4].

We extend those results by analyzing unstable periodic orbits in addition to those stable, as in-
dependent on stability, they play an important role in the general structure of the state space. The
continuation of periodic orbits has been performed with the use of the semi-analytical method based
on Filippov theory [13].

When a stable periodic orbit is subjected to a bifurcation, that can be observed straightforward
in numerical simulations. At the same time, the unstable ones are likewise subjected to bifurcations;
those require special instruments to be detected. Our studies demonstrate that unstable period-2 and 3
orbits undergo persistence border collision bifurcations, when a state associated with switching instant
reaches the upper value of the border (that means, control signal is equal to the ramp one exactly at
t = nT, where n = 1,2,3,...). Thus, a periodic orbit disappears and gives rise to the new periodic
orbit associated with the new symbolic sequence.

Another generic scenario is demonstrated for period-3 and 4 orbits, when a border collision gives
rise to the birth (or disappearance) of a couple of periodic orbits of the same periodicity but different
topology. Once again, at the bifurcation point, veon = Vramp e€xactly for ¢ = nT", while for two different
trajectories, control signal moves in opposite directions.

However, in our study, the effect of those bifurcations on the unstable orbits on the structure of
the state space remains undiscovered.

Appendix

Table 1. Parameters of the DC drive system [2].

Parameter | Notation | Value
Ramp voltage:

Lower level U] oV
Upper level Uy 22V
Period T 4 ms

DC motor and load:

Armature resistance R 3.50
Armature inductance L 36 mH
Back-EMF constant Kg 0.1356 V-s
Torque constant Kr 0.1324 N-m/A
Viscous damping B 0.000564 N-m-s
Load inertia J 0.000971 N-m-s?
Load torque 11, 0.39 N-m
Control system:

Input voltage Vin 100 V
Feedback gain g 2
Reference speed Wref 100 s~ 1
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o7

Po3paxyHok CTilikux Ta HecTikux nepioguyHnx opoiT y
enekTponpuBogil nocTtiriHoro ctpymy 3 LLIIM-kepyBaHHaM

Kyszuenos O. O.

Hauionanvna axademia cyronymuux 6iticor imeni zemovmana Ilempa Cazatidaunozo,
syn. Tepois Matidany, 32, 79026, Jlveis, Ykpaina

Ak BioMO, B €JIEKTPOIIPUBOIAX MPOSIBJIAIOTHCS PI3HOMAHITHI HestiHiiiHI sgBuma. 3o0kpema,
y mpuBoi noctiitnoro crpymy 3 IIIIM-KepyBaHHSIM CIIOCTEPITa€ThCs TTEPEXi JI0 XA0OTUIHOT
MOBEIIHKU Yepe3 KacKa/ l MOABOEHHs mepiony. Jlo Toro K, y Taxiit cucrtemi mposiBIISIETHCS
CIIIBICHYBaHHS JIEKIJIBKOX CTIfIKUX MEPIOJIMYHUX PEXKUMIB Yy MeXKaX CTIHKOCTI OCHOBHOI Op-
6itu mepiomy 1. JlociimKeHO eBOJIONi0 JEKITbKOX MEPIOIUIHUX OPOIT 3 BUKOPUCTAHHSIIM
9UCEIbHO-aHAITHIHOTO METO/Ty aHAJI3Y CTIMKOCTI mepioguaHux opbiT, skuil 6a3yeTbcs HA
teopii O. @iginnoBa. 30Kpema, MpoOaHAII30BaHO CTiiiKi Ta HecTiliKi opbiTu mepionis 1, 2, 3
i 4, oCKiTbKYU HEe3aJIe2KHO Bijl CTIfIKOCTi, BOHN BaXKJ/IUBI /It OpraHi3aliil IpocToOpy CTAHIB.
3okpeMa, y poboTi MmoKa3aHO, 110 HECTiHKI nepioguyHi opbiTu mmianarTbest 6idypKarisiM
IPAHUYHOTO 3iITKHEHHS BiITOBIHO /10 JEKIIbKOX 3araJbHUX CIIEHAPIIB, OB I3aHUX i3 B3a-
€MOIi€r0 pisHmX opbiT Toro xk mepioxy. Li cuenapil BrrowaroTh Gidypkalil rpaHUIHOTO
3ITKHEHHS 31 3MIHOIO TOMOJIOTIT OpbiTH, TpK TKOMY MepioauvdHa OpbiTa 3MIHIOETHCS 1HITIOO
MepioMIHOI0 OPOITOI0 TOTO 2K TEPIOY; HAPOJXKEHHS 1 3HUKHEHHS Mapu OpOIT TOTO 2K
epiofy, gKi XapaKTepu3ylThCs Pi3HOIO TOIOJIOTIEIO.

Kntouosi cnoBa: eaexmponpusod nocmitinozo cmpymy, cmitikicms, nepioduyuni opbimau,
oipypravi.
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