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1. Introduction

The purpose of this article is to study the following elliptic equation involving a sign-changing potential
and a gradient term

Au—|Vul!+uP —u =0 in RY,
where N > 1, 1 <g<pandd > 2.

Our motivation for investigating this equation stemmed from prior research by J. Serrin and
H. Zou [1], which focused on a simpler equation where the term 4% was absent. They studied the
existence and non-existence of radial ground states with respect to some conditions on p and ¢g. For
more detailed information on this topic, we primarily refer to [2-7], and the references provided therein.
In addition, if the term |Vu|? is absent we find the following equation

Au+uP =0 in RV, (1)
The primary investigation in the radial version was conducted by Emden—Fowler (refer to [8-10]). He
established the existence results and presented a complete classification of radial solutions for (1) in
RN and RN\ {0}. For the case where N > 2, it has been proven that (1) exhibits two principal critical
values, N/(N —2) and (N + 2)/(N — 2). Concerning the non-radial case, the study was done by
Lions [11] for the case where p < N/(N — 2), Aviles [12] for the case where p = N/(NN —2), and Gidas—
Spruck [13] when p < (N + 2)/(N — 2). Subsequently, Caffarelli, Gidas, and Spruck [14], developed
the study for p = (N +2)/(N — 2).

As far as we know, most of the literature on this type of equation has been done on a bounded
domain © € RY (see [15-17]). Indeed, due to the presence of the singular term 4%, numerous works
focus solely on finding classical solutions within a bounded domain €2, without checking the existence
of a strictly positive solution. These classical solutions are defined in C2(Q)NC°(Q2) and not in C%(Q).
Throughout this study, we focuses on the following radial initial problem

N -1
u”(r) + u — W7+ f(u) =0, r>0, (2)
w(0) =a, u'(0)=0, (3)

where N > 1, 1 <q¢<p,d>2,a>1and
fO) =P —t=°, t>0. (4)

It is worth noting that when a = 1, it becomes evident that (2)—(3) has a unique trivial solution u = 1.
Therefore, moving forward, we confine ourselves to the case where a € (1, 400).
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Among the objectives of this paper is to answer an intriguing question concerning the existence
of an entire strictly positive solution u of problem (2)-(3) because of the presence of the term u~?
in equation (2). We were able to answer this question, but we found a great difficulty in the study
of the asymptotic behavior of u because of the term f which has a unique critical point at ¢t = 1
and influences the monotonicity of u. This led to study liminf, 4 u(r) and limsup,_, ., u(r) using
oscillation methods. More precisely, we prove that

liminf u(r) < 1 < limsup u(r).
r—r+00 r——+oo

We will prove also that if v is monotone, then
lim u(r)=1.

r—+00

The study is established in the case a > 1. The case a < 1 remains an open question, which we
will investigate in future research.

This paper is structured as follows. In Section 2, we establish the existence and uniqueness of
a local solution using the Banach Fixed Point Theorem. Subsequently, we prove that any solution
of (2) is strictly positive using energy methods, which allowed us to extend our solution on [0, +00) by
writing equation (2) as a first order system in three space dimensions for which we establish a suitable
tubular surfaces used as a barrier for the solutions in this space. In Section 3, we give the behavior
of solutions of problem (2)—(3) near infinity which strongly depends on the monotonicity of solutions.
In Section 4, we give a conclusion summarizing the study carried out and the difficulties encountered.
We also present a trace of the research in a case not yet studied.

2. Existence of entire positive solutions

This section concerns the existence of entire strictly positive solutions of the problem (2)—(3).
Theorem 1. The problem (2)—(3) has a unique entire strictly positive solution.

The proof requires some preliminary results. We begin with a result of local existence and unique-
ness.

Note that as a > 1, then we have «”(r) < 0 on [0, p] for small p > 0, which implies that u is strictly
positive and decreasing on [0, p].

Lemma 1. The Problem (2)—(3) has a unique solution u defined on [0, p] for p > 0 small enough.
Moreover, u”(0) = f(a) <0.

Proof. Let u be a solutlon of (2 . Then for any r € [0, p], u satisfies the following equation

—a+/ Nl/ N (|7 — f(u)) do ds.

Let 0 < m < a and C ([0, p],RY) denote the Banach space of continuous functions on [0,p]. We
consider the following complete metric space:

Va,m,p(a) = {U € 01[07p]: ||U||Va,7n,R < m} )
where
101V ., = max ([[o = allo; [[v'[lo) -

Define the following mapping ¥ on Vg, , b

(v —a+/ Nl/ N ()1 — f(v) dods.

First, we show that W maps Vg, , into itself for small p. To see this, let v € Vg, , and 7 € [0, p. It
is clear that W(v) € C*([0, p]) and

T
W' (v(r))| < TI_N/ o (J'19 + | f(0)]) do ()
0
Since ||v — allo < m, then v € [a — m,a + m]. Hence, as f is strictly increasing we get

[f ()] <min([f(a —m)],[f(a+m)]),
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as follows, the relation (5) implies that
W' (0(r))] <

As a consequence, we can choose a small p such that

m? + min (|f(a —m)|,|f(a +m)])
N

W) <m, forany v € Vamp.
On the other hand, for any r € [0, p] we have

W) —al < [ 5N 1oV (14 ) do s,

which yields that
q ; _
400) o < PEBR Sl )l (ot m)) o

Therefore, for p a small enough, we have

W(v(r) —a)| <m, forany v € Vo,

Next, we claim that W is a contraction. For this, fix v,w € V,  , and r € [0, p]

W) - )] < "N (/)7 — /|4 £ () — F(uw)]) do,

since f’ is continuous on [a — m,a + m|, then by noting M =  max _|f’(t)|, we have
t€la—m,a+m]

|W/ (v(r)) — V' (w(r))| < pl=N /OT oVt (qmq_l\v’ —w'|+ M|v— w]) do

Therefore

gmi~t+ M
V' (v(r) = W(w(r)] € ——F——rllv = wllvim,-

Secondly, for any v, w € Vg, and 7 € [0, p| we have

W) - / “V/ N1 (9 (w1 1 |f () — f(w)]) dods,

this implies that
q-1
qm?" + M
() — e < 2 .

In both cases, we take p small enough and we conclude that W is a contraction. By the Banach theorem
(see [18,19]), we deduce that there exists a unique function u solving the problem (2)—(3) on [0, p].
Then, u € C%((0,p]). We have now to show that u € C? in r = 0. To obtain this, we integrate
equation (2) on (0,r) and we get,

o) fr =N /0 "N ) ds,

which yields that

/
win e W) —f(a)
w(0) = 1% r N
On the other hand, from equation (2), we have
. " _ —f(a)
i) =
This completes the proof. [

Remark 1. Regarding the regularity of function u for r > p, it can be extended seamlessly as long as
it remains strictly positive. However, the regularity of w is affected if there is a ¢ such that u(rg) = 0,
this is due to the singularity of the term «~°. For this reason, the study of the existence of strictly
positive solutions becomes a highly significant question, to which we provide an answer in a next
Lemma.
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Lemma 2. Let u be a solution of problem (2)—(3). If there exists ro > 0 the first zero of u, then
lim, _,,.- u'(r) €] — 00,0].

T—T,
Proof. Since ry is the first zero of u, then u/(r) < 0 for r < 7 close to 9. We show that hmr—wg u'(r) e
| — 00, 0]. Suppose by contradiction that u’ oscillates on (rg —n, rg) for some 1 > 0, then there exist two

sequences {r;} and {t;}, respectively local minimum and local maximum of u/, such that r; < t; < 711
and tend to ry as ¢ — 400, u”(r;) = u”(t;) = 0 and

—oo < liminfu/(r) = lim o/(r;) < limsupu/(r) = lim '(¢;) < 0.

r—ry 1—+00 rory 1—>+400

By replacing r by ¢; in equation (2), using the fact that u”(¢;) = 0, lim;_, 1 u(t;) = 0 and letting
1 — +00, we get

N -1
lim < ; u'(t;) — |u/(ti|q> = lim u_é(ti) = +00.

i——+00 i i—+00

This is a contradiction with the fact that —oo < lim; o u/(t;) < 0. Therefore lim, - u'(r) €

[—00,0]. If lim, _, - W' (r) = —oo, then by (2) we have lim, _,, u”(r) = +oo. Therefore, for any
A>0and r € (rg —n,rg), we have u”(r) > A. By integrating the last inequality on [ri,r], where
ro —n < rp <r <7, we obtain that u'(r) > u/(r1) + A(r — r1), but by tending r — ro we get a
contradiction. Consequently, lim_ g W' (r) €] — 00,0]. [

Lemma 3. Let u be a solution of problem (2)—(3), then u is strictly positive.

Proof. Suppose by contradiction that there exits rqg > 0 the first zero of w. Then by Lemma 2,
lim, .~ u'(r) €] — 00,0]. Since v/(0) = 0 and u”(0) < 0, then necessarily, there exists 0 < SBmax < 7o
such that u has a maximum in Byay. This implies that /() < 0 on |Bmax, o] and v/ (Bmax) = 0.

Let us define for any r € [Bmax, ro) the following function

o) =+ (s + 112,

r

Since u(rg) = 0, limr_m; u'(r) €]— 00,0], f(t ) ~ T o f(t ) 6t=9=1and § > 0, then hmr_w f(u(r))
= —oc and lim, _, - [ (u(r)) = 4o0. Therefore hmr_w,0 o(r ) +00.
On the other hand, since u/(r) < 0 for 7 € [Bmax,70), then by equation (2), we have

u/2 2
¢ == (¥ -3) - L5 - B ) - L)

2 2
for r € [Bmax, r0). Since f'(u(r)) > 0, for r close to rp, then
2
1
/ < _f ( ) I A
()< L8~ i),
for r close to rg. That is
2 1 f//( )
/ < f (u) I P A
¥ (7‘) ~N 7,2 2 2| | ( ) )

for r close to rg. Since u(rg) =0, lim, _, - u'(r) €] — 00,0], f2(t) ot t=20 F(t) ~ —0(0 4+ 1)t702 and
0 > 2, then
"

tim ()P LA g

r—=ry 2 (u(’r))
Therefore lim,, - @(r) = —oc. This a contradiction with the fact that lim_ - ©(r) = +oo. Conse-
quently w is strictly positive. ]

Now, we return to the proof of Theorem 1.

Proof. We know by Lemma 1 that the problem (2)—(3) has a unique solution u defined on [0, p] for

small p > 0. Since u is strictly positive by Lemma 3, then it can be extended to an interval maximal
[0, "max ), where 0 < rpax < 4+00. Therefore, to obtain Theorem 1, it remains to show that 7. = +00.
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So taking X = w and Y = o/, we transform the problem (2)—-(3) to the following first order system in
the space (X,Y,r),
X' =,
Y = —$Y +|Y]? - XP+ X9,
r'=1,
X(0)=a, Y(0)=0, r0)=0,
where N > 1,1 <q¢<p,d>2anda>1

The idea of the proof is to construct a suitable tubular surface that to act as a barrier to the
solutions in the space {X,Y,r} (see [19]). This means that X and Y are bounded on each bounded
interval of [0, ryax|-

Let r, > 0 such that the solution u of problem (2)—(3) exists on [0, 7,]. We are looking for a, 8 > 0
such that

(@)

Ar® < X(r) < A1 +7%) and |Y(r)] < B(1+17). (6)
Consider the boundary S of the region defined by (6). We show that the following flux vector
N

-1
F(X,Y,r):= <Y, _TY + Y9 - XP + X0, 1)
points inward this region. Denote

51:{(X Y,r): X(r) = A1 +7°); [Y] < B(1+1%); T>7’a},

(X,Y,r): X(r)=Ar%; |Y] < (1—|—r5);r>ra},

X, Y,r

> ={(X,v0):
5= {(XY,r): A < X() SAQL+7) Y () = BO+ 17 r > 7
{ ) Ar® < ()<A(1+7’a);Y(T)Z—B(lJrrﬁ);r}ra}

and
T= {(X,Y,r): Ar® < X(r) < A1 +7%); |Y| < B(1 +rP); r:ra}.

Then S = (UiSi) UT for any i € {1,2,3,4}. Let N; denote exterior normal vectors to S;, (i = 1,2,3,4)
and N an exterior normal vector to 7. By elementary calculation, we can take Ny =i — aAr® k. In
the same way, we get

Ny =N; = (1,0,—a Ar®™1), N3 = (0,1,—8BrP™1),
Ny = (0,1,8Br"71), N = (0,0,—1). (7)
First, we determinate «, 5 > 0 such that
N;-F <0 on & N-F<0 on T. (8)
When i = 1,2 inequality (8) is verified if for any r > r,
Brim*(1+r%) —aA <. (9)

Let
Ji(r) =7 (14107),

then inequality (9) is equivalent to

Taking
a>p+1, (10)

we have Jp is strictly decreasing, hence it suffices to take A and B such that

Jl(T‘a) < % (11)

Consequently, by relations (10) and (11) we obtain the inequality (9).
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In the case i = 3, we have inequality (8) if

——NT_ 1B(l +TB) + BI(1 —1—7‘6)(1 — f(Ar®) —BBrf1 <o. (12)

That is, using the expression of f and multiplying relation (12) by =P, we get
—(N-1)B r_ap_l(l + 7‘6) + qu_o‘p(l + Tﬁ)q + A70pmad—ap _ g ppfrap=l _ gp < (13)
In the same way, if i = 4 we have inequality (8) if
—~(N = 1)Br PN (1 4+17) 4+ Bl (1 4+ ¢7)T 4 A™0p=0=p 4 g ppfmor=l _ g <, (14)
Now, let us define for r > r, the following functions
Jo(r) =r~P(1+ rﬁ)q,
J(r) =r07eP,
Jy(r) = rP17ep,
By simple calculations and if we take
Bq B— 1} 7

a>max{5+1,—,—
p p

we deduce that Jy, J3 and Jy are strictly decreasing. As follows the inequalities (13) and (14) are
satisfied by choosing A and B such that

AP AP AP
BT Jo(ra) < =, A4k0@<?? BB Ju(ra) < 5,
that is s
AP AP AP
JQ(TG,) < ﬁ7 J3(Ta) < 3 ) J4(Ta) < 353
Fixing
A
E == C == C(’I"a).
Then AP = CPBP, which implies
CPBP—4 Cr+é gp+o crpr-1
Ja(ra) < 3 J3(ra) < — 3 Ju(ra) < T35 (15)

Since 1 < ¢ < p, then for large A and B the relation (15) is verified, which gives relation (8). As a
consequence, we prove that u and u’ are bounded on each bounded interval of [0, ryax[. Hence u is
extended to [0,4o00[. The proof is complete. [

3. Asymptotic behavior near infinity

In the sequel, we present the asymptotic behavior of solutions of problem (2)—(3) near infinity
which strongly depends on the monotonicity of solutions. More precisely, we give information about
liminf, 4o u(r) and limsup,_, o u(r). We prove also that if u is a monotone near infinity, then
lim,, o u(r) = 1. For this, we use some ideas from [20] and [21].
We begin by the following Theorem.
Theorem 2. Let u be a solution of problem (2)—(3). Then
liminfu(r) <1 and limsupu(r) > 1. (16)
r——+00

r—-+o00

Proof. Suppose by contradiction that liminf, . u(r) > 1. Then, there exists a sequence {6;} which
goes to 400 as i — 400 such that liminf, o u(r) = lim; 400 u(6;) > 1, v/(0;) = 0 and u”(6;) > 0,
then from equation (2), we have for large i

u(6;) = u™°(6;) — uP(6;) < 0.
This gives a contradiction with the fact that «”(6;) > 0.
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In the same manner, we show that limsup,_,, . u(r) > 1, that is, we suppose by contradiction that
limsup,_, o u(r) < 1. Then, there exists a sequence {p;} which tends to +o0o when i tends to 400
such that imsup,_, o u(r) = lim; o0 u(p;) < 1, v/(p;) = 0 and u”(p;) < 0, then using again (2), we
have for large i

u"(pi) = u™’(pi) — uP(pi) > 0.
This is a contradiction with the fact that u”(p;) < 0. The proof is over. |

Now, we present a lemma which is useful for proving a next theorem. Before, we give the following
definitions.

Let u be a solution of (2)—(3). Define the following function

g(r) = f(u) = 2l|*, >0, (17)

where f is given by (4).
Also, for any large A*, we define
o0 = inf {r > A*; u(r),u'(r) > 1}.
Lemma 4. Let u be a solution of (2)—(3) such that u and v’ tend to +00 when r — +o00. Then for
any point r = 1o > po such that g(ro) = 0, we have ¢'(rg) > 0.

Proof. By deriving the function g and using the fact that f(u(rg)) = 2|u/(r)|?, we obtain that

_ N -1
o o) =) = 2 {=E = £
Since u/(r) > 0 near +oo, we get
2g(N — 1
g (r0) = o' 7'(w) + XDy gt (15)

Therefore at r = rg > g such that g(rg) = 0, we have by (18), ¢'(ro) > 0. [
Now, if the solution u of problem (2)—(3) is monotone, we have the following result.
Theorem 3. Let u be a monotone solution of problem (2)—(3). Then
lim wu(r)=1
r—+00

and
lim «/(r) =0, lim «"(r)=0.
r—-+00 r—-+00

Proof. First we show that u is bounded for large r. Suppose by contradiction that « is unbounded
for large r. Since u is monotone then necessarily «’(r) > 0 near infinity and lim, 4o u(r) = +o00. We
show that «'(r) is monotone for large r. Indeed, suppose by contradiction that «/(r) is non-monotone
for large r. Then there exits a sequence {x;} local minimum of «’ such that liminf,_, . u/(r) = 0,
that is lim; 400 ¢/ (k;) = 0 and u”(k;) = 0. Taking r = ; in equation (2) and tending i — +00 we get
a contradiction. Hence necessarily u/(r) is monotone for large . Then since u/(r) > 0 near infinity, we
have two possibilities lim, o /(1) = b > 0 or lim,_, 4o u/(r) = +00.

Case 1. lim,_, ;o u/(r) =b > 0.

In this case we obtain lim,_, 4, g(r) = 400 by (17), which yields that g(r) > 0 for large r, that is
$f(u) — [W/|? > 0 for large r. According to equation (2) we obtain

N -1

u(r) + u' + %f(u) <0, for large r.
Which implies that

- (u/(r)rN_l), > %TN_lf(u), for large 7. (19)
Integrating inequality (19) on (r1,7) for large 71, we obtain

— ()Nl ()N T > % /T sV f(u(s)) ds.
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As u and f are strictly increasing for large 7, then for s € (r1,r), we have u(r1) < u(s) < u(r) and

fu(ry)) < f(u(s)) < f(u(r)). Therefore
o (r)rV Tt > %f(u(rl))/ sNldr

1
Hence for large r, we have
N N
W > i) (5 - ).

By tending r to +00, we get a contradiction.

Case 2. lim, oot/ (1) = +00.

Using Lemma 4, we see that the function g ultimately does not change sign near infinity, that is
we have two possibilities, g(r) > 0 for large r or g(r) < 0 for large r. If the first possibility occurs,
then we have

N -1

o’ (r) + u + %f(u) <0,

for large r. That is, —(u’(r)TN_l), > %f(u) for large r. In the same way as the first case, integrating
the last inequality (r1,r), we get the contradiction.
If the second possibility occurs, then we have 2(u’)? > f(u) for large r. Hence for large r,

d(fu)T > 2, (20)

Integrating (20) on (r1,r) for large r1, we obtain

/T W (8)(f(u) T ds > 279 — ),

1

We put t = u(r), then for large r

/Z )<f<’f)>71df >27Yi(r — ). (21)

On the other hand, if » — +oo, we have t tends to +oo and f(t) =P —t~° ol t?.  Therefore
u(ry)
ing 7 to 400 in (21), we get a contradiction.

Consequently, u is bounded for large r.

Now, since u is monotone and bounded for large r, then w and u' converge when r — +oo.
Note lim, 1o u(r) = 1 > 0. Therefore necessarily lim, 4., u/(r) = 0. Using equation (2), we see

—1
/ oo (f(t)) « dt is convergent since ¢ < p and subsequently f;{:f) 1 dt is convergent. Now, tend-
ta

that lim, 4o u”(r) exists when r — 400 and necessarily lim, ., u”(r) = 0 since u' converges
when 7 — +oo. Using again equation (2), we have lim, o f(u(r)) = f(I) = P —17% = 0. Since
0 < I < 400, then necessarily [ = 1. The proof is complete. [

4. Conclusion

This work has been the subject of a qualitative study of an elliptic equation involving a sign changing
potential and a gradient term. The interest of this study lies in the fact of proving the global existence
of strictly positive solutions, even if the theory of ordinary differential equations is not applicable to
this equation. Also, the study of the asymptotic behavior required us to introduce the energy methods
and the oscillation methods, since one does not have directly the monotonicity of the solutions.

The study was carried out in the case where the initial data is strictly greater than 1, the opposite
case will be the subject of a future research work.
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,D,O,D,aTHI po38B $I3Kl/| eninTn4Horo pIBHFIHHFI 3i 3HAKO3MIHHUM
I'IOTeHLI,IaJ'IOM Ta Fpa,D,IEHTHI/IM 4J1eHOM

Bysenmar A., Eab Barypi X., I'mipa A.

Jlabopamopis LaR2A, gaxyremem nayk,
Vnisepcumem Ab6deavmanexa Eccaadi, Temyan, Mapoxxo

Metoro 1€l cTarTi € JOCTIKEeHHST eJIMITUYIHONO CUHTYJIApHOro piBHsaHHS Jlammaca Au —
IVuli+u? —u®=08RN, ne N >1,1< q<prad > 2 OCHOBHMIl HAII BKJIa| IOJISATAE
Yy BCTAHOBJIEHHI ICHYBAaHHS CTPOTO JIOJIATHOTO PO3B 3Ky Ta aHaJ i3] IEBHUX BJIACTUBOCTEIt
MOro aCUMIITOTUYHOI TTOBEJIIHKY, 30KpEMa, KOJIU BiH € MOHOTOHHUM.

Knw4osi cnoBa: esinmuune pisHAHHA; 3HAKOSMIHHUT NOMEHUIAN; 2PAdIEHMMHUT YAEH;

padianonull pods’asok; meopema Banara npo nepyromy mouky; enepeemuuna GyHKULA;
OCUUNAYITHT MEMOOU.
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