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Abstract: With rapid development of machine 

learning and subsequently deep learning, deep neural 

networks achieved remarkable results in solving various 

tasks. However, with increasing the accuracy of trained 

models, new architectures of neural networks present 

new challenges as they require significant amount of 

computing power for training and inference. This paper 

aims to review existing approaches to reducing computa-

tional power and training time of the neural network, 

evaluate and improve one of existing pruning methods 

for a face detection model. Obtained results show that 

the presented method can eliminate 69 % of parameters 

while accuracy being declined only by 1.4 %, which can 

be further improved to 0.7 % by excluding context net-

work modules from the pruning method.  
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1. Introduction 

Modern machine learning methods allow training 

models on large amounts of data so that they are able to 

achieve high accuracy in solving problems. Rapid devel-

opment of deep neural network (DNN) architectures 

caused breakthroughs in various fields. For example, 

four research groups achieved significant improvements 

solving a speech recognition task with a deep neural 

network instead of classic Gaussian mixture models 

(GMM) and the Hidden Markov Model (HMM) ap-

proach [1]. In 2015 during the ILSVRC competition, 

ResNet architecture with 152 layers was introduced, 

achieving a 3.57 % error rate on the ImageNet test da-

taset for object detection [2]. ResNet model architecture 

also achieved state-of-the-art results in some other tasks, 

namely, object detection and object segmentation on the 

COCO dataset, and image localization on the ImageNet 

dataset. In 2016, the MTCNN model was introduced to 

solve face detection tasks, achieving 95 % average accu-

racy on the FFDB dataset [3]. 

More recent breakthroughs are focused on NLP 

models and image generation. A paper describing the 

BERT language model was published in 2019, achieving 

state-of-the-art results of eleven NLP tasks, including 

pushing the GLUE score to 80.5 % (7.7 % of absolute 

improvement) [4]. GPT-3 model followed the success in  

2020, achieving 86.4 % accuracy with the LAMBADA 

word prediction challenge [5].  

However, such training requires large amounts of 

computing power (sometimes even whole clusters), and 

a considerable amount of time. To train a GPT-3 model 

with 175 billion parameters a total of 3.14 * 1023 flops, 

the amount of computing power is equivalent to 355 

years of training on a single NVIDIA Tesla V100 GPU.  

Also, questions of ecological impact arise when training 

such a large model [6]. The authors emphasize the im-

portance of evaluating efficiency as an assessment crite-

rion for research together with accuracy and associated 

indicators. Additionally, they suggest disclosing the 

monetary expense or "price tag" for conducting training 

and using models in order to provide benchmarks for the 

examination of progressively effective techniques. 

Lastly, the inference of such models become impracti-

cal due to high hardware requirements (for example, the 

requirement of a powerful GPU). Inference on embedded 

systems has been made possible by a number of optimiza-

tion strategies. However, those methods either have limita-

tions or are architecture-specific [7]. Deep neural networks 

are frequently accelerated using model compression. A 

DNN can be made more efficient by using compression to 

lower its resource and computational demands which also 

results in a drop in model precision. [8]. Alternative meth-

ods have been developed to prevent this, such as offloading 

some or all processing to a cloud server, which has the 

resources needed for fast inference times [9]. However, 

those methods may be not available for latency require-

ments. Furthermore, due to privacy concerns, transferring 

sensitive data across a network could be forbidden.  

In recent years, various approaches were tested to 

decrease the number of parameters in neural networks, 

speed up the computation and enable practical use on 

low-end devices. One of such techniques is foresight 

pruning, which allows pruning of DNN before training 

even starts, therefore reducing the need for computation-

al power to conduct experiments in a reasonable time. 

This research is aimed to evaluate one of the state-of-

the-art foresight pruning methods, Single-shot Network 

Pruning (SNIP), on the face detection neural network 

model based on the RetinaFace architecture, and im-

prove its efficiency. 
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2. Related work 

There is substantial redundancy in the parameteriza-

tion of many deep learning models, according to re-

search [10]. Authors claim that for each feature, it is 

possible to properly forecast the remaining values using 

just a few weight values. They also demonstrate that 

many parameter values can be predicted without the 

need to learn them.   

Various techniques exist to reduce the number of pa-

rameters. They can be split into the following categories.  

Dimensionality reduction. To drastically reduce the 

number of parameters while maintaining the expressive 

capacity of the layer, Jaderberg et al in their work trans-

form the dense weight matrices of the fully-connected 

layers to the special format [11]. This technique allows 

fulfilling the task. A similar approach can be used for 

convolutional layers, to reduce convolutional filters by 

exploiting cross-channel or filter redundancy to construct 

a low-rank basis of filters [12].   

Pruning after training. Song Han et al suggest a 

method that prunes redundant connections using a three-

step method: after initial training, they reset low-valued 

weights to zero and conduct training again [13]. Other 

developments in the field include lookahead pruning, 

which works by extending the single-layer optimization 

to a multi-layer optimization [14], and incorporates the 

information from all second-order derivatives of the 

error function to perform pruning [15].  

Pruning before training.  Recent studies showed 

that pruning randomly initializing neural networks be-

fore training may be done with little to no loss in accura-

cy. The iterative Magnitude Pruning (IMP) algorithm 

repeats multiple cycles of training, pruning, and weight 

rewinding to identify extremely sparse neural networks 

[16]. However, it required several costly cycles of train-

ing and pruning and the use of particular sets of hyperpa-

rameters. An alternate strategy leverages the gradients of 

the training loss at initiation to prune the network in a 

single shot, avoiding these issues [17].  

Namhoon Lee et al in their paper suggest an ap-

proach of pruning before training the network by compu-

ting a saliency criterion that identifies structurally im-

portant weights for the neural network and removing 

weights that are not important. Results are evaluated on a 

wide range of architectures (LeNet on MNIST image, 

LSTMs, and GRUs on MNIST sequential, VGGs, and 

AlexNets on CIFAR-10) and show less than one percent 

accuracy degradation compared to the reference network.   

In this paper, the authors are focusing on pruning be-

fore training and the SNIP algorithm specifically. 

3. Materials and methods 

Face detection model. For the neural network archi-

tecture, a variation of the RetinaFace model was chosen 

as the state-of-the-art face detection model [18]. The 

architecture uses feature pyramids calculated from the 

outputs of the ResNet-50 convolution blocks (Table 1). 

 

Table 1 

Convolution blocks of ResNet-50 

Block 

name 
Layers (kernel size, channels) Repeat count 

C2  1×1, 64  

3×3, 64  

1×1, 256  

3  

C3  1×1, 128  

3×3, 128  

1×1, 512  

4  

C4  1×1, 256  

3×3, 256  

1×1, 1024  

36  

 

Outputs of convolution blocks are then used to cal-

culate the layers of feature pyramids using top-down and 

lateral connections (Fig. 1). 

 

 

Fig. 1. RetinaFace model using ResNet-50 backbone. 

The context module uses convolutional layers with a 

bigger filter size of 5 and 7 to increase the window size 

(Fig. 2). 

 

Fig. 2. Context block architecture 
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Finally, the model computes 3 outputs using multi-

task learning with outputs from context modules 

(anchors).   

 Face classification task, indicating whether the 

given anchor contains a face. Binary cross entropy is 

used as a loss function (Lcls); 

 Face box regression task, containing coordi-

nates where the face is located. Smooth L1 is used as a 

loss function (Lbox); 

 Face landmarks regression task, with coordi-

nates of the five facial landmarks. Smooth L1 is used as 

a loss function (Lpts). 

Multitask loss is computed with the following 

equation:   

                      (1) 

Foresight pruning. SNIP algorithm works as 

follows:  

 Initialize weights w with variance scaling algo-

rithm (eq. 2); 

 Get the mini batch of training data Db from da-

taset D; 

 Evaluate connection sensitivity on each con-

nection using (eq. 3); 

 Select the top k connection based on the sensi-

tivity score; 

 Train the network using selected scores. 

For this algorithm to be effective on various 

architectures, weights for each layer must have the same 

variance. This method is used on new layers which were 

not included in the pre-trained backbone network. To 

achieve this, a variance scaling algorithm is used, which 

works as follows: 

                               (2) 

The connection sensitivity is evaluated using the 

following formula, where gj is the magnitude of the 

derivative: 

                             (3) 

To vary the number of weights to be pruned, a 

compression ratio (ρ) parameter was introduced, which 

denotes the number of parameters in the original network 

divided by the number of parameters remaining after 

pruning. 

4. Results and discussion 

The performance of the SNIP pruning algorithm was 

empirically benchmarked on the face detection task by 

single-shot pruning before training using the described 

RetinaFace model. The training was conducted on a 

WIDERFace dataset [6]. The pruned network is trained 

in the standard way. Specifically, for gradient descent an 

SGD with a momentum parameter of 0.9 batch size of 2 

and a weight decay rate of 0.0005. The initial learning 

rate is set to 0.001 and decayed 2 times at 70 and 90 

epochs. The total number of epochs is 100.  

The training resulted pruned weights redistribution 

across the network, where more weights were pruned in 

first layers of the network. The results of the distribution 

of the pruned weights are shown in Figure 3. 

 

Fig. 3. Unpruned weights distribution by layer. 

The loss function value during training was traced 

with Tensorboard and is displayed in Figure 4.  

 

Fig. 4. Tensorboard loss charts. 

Evaluation results, obtained after training pruned 

and unpruned models, are displayed in Table 2.  

Table 2 

Evaluation results 

Model 
WIDERFace 

(Easy) 

WIDERFace 

(Medium) 

WIDERFace 

(Hard) 

Trainable 

parameters 

Without 

pruning 
93.5 % 91.6 % 75.9 % 3756032 

Pruned (SNIP) 93.5 % 91.0 % 74.5 % 1187762 

Pruned 

(Modified 

SNIP) 

93.5 % 91.0 % 75.2 % 1187762 

6. Conclusion  

Foresight pruning is a promising approach to 

reducing the size of neural network model and the 

number of parameters before training starts. Evaluation 
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of the SNIP algorithm to eliminate weights, which 

contribute the least to the model has shown that number 

of parameters can be reduced by 69 % when losing only 

1.4 % of accuracy evaluated on the hard part of the 

WIDERFace dataset. Additionally, modifying the algo-

rithm to exclude context modules from pruning reduces 

the accuracy loss to only 0.7 %. Further research is 

required to evaluate importance of architecture compo-

nents for using foresight pruning methods on computer 

vision models.   
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ОЦІНКА МЕТОДУ ПРУНІНГУ SNIP  

НА СУЧАСНІЙ МОДЕЛІ ДЕТЕКЦІЇ 

ОБЛИЧЧЯ 

Артем Мельниченко, Олексій Шалденко 

Із швидким розвитком машинного навчання та як на-

слідок глибокого навчання, глибокі нейронні мережі дося-

гли помітних результатів у різних областях. Однак із збі-

льшенням точності навчених моделей, нові архітектури 

нейронних мереж створюють нові виклики, оскільки вони 

вимагають значної кількості обчислювальних потужностей 

для навчання та подальшого використання. Ця стаття має 

на меті переглянути існуючі підходи до зменшення обчис-

лювальних потужностей та часу потрібних для навчання 

нейронних мереж, оцінити та вдосконалити один із таких 

методів на моделі для детекції обличь. Результати показа-

ли, що представлений метод може усунути 69 % парамет-

рів, втрачаючи лише 1,4 % у точності, і може бути додат-

ково покращений зменшивши втрату точності до 0,7 %, 

виключивши контекстні модулі мережі із методу. 
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