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Gender recognition from voice is a challenging problem in speech processing. This task involves
extracting meaningful features from speech signals and classifying them into male or female categories.
In this article, was implemented a gender recognition system using Python programming. I first recorded
voice samples from both male and female speakers and extracted Mel-frequency cepstral coefficients
(MFCC) as features. Then trained, a Support Vector Machine (SVM) classifier was on these features and
evaluated its performance using accuracy, precision, recall, and F1-score metrics. These experiments
demonstrated that proposed system should achieve high accuracy on the test set and will accurately
predict the gender of a speaker based on their voice. | also explored using pre-trained models to reduce
the need for large amounts of training data and found that they can provide good performance while
requiring less computation. This study highlights the potential of using machine learning techniques for
gender recognition from voice and can be extended to other speech processing applications.

Key words: gender recognition; Python; Mel-frequency cepstral coefficients; Support Vector
Machine; Machine Learning.

Introduction

The field of Artificial Intelligence and Machine Learning is experiencing rapid growth in gender
recognition based on voice. This field has many practical applications, such as improving the speech
recognition system accuracy, enhancing user experiences in voice-enabled devices and virtual assistants, and
aiding in identifying and addressing biases in various industries, including hiring practices and speech-based
customer service. The potential for gender recognition based on voice to revolutionize multiple fields and
enhance technology's ability to understand and interact with individuals more nuanced and inclusively is
immense.

However, it is crucial to note that the ethical and moral implications of using gender recognition based
on voice must be carefully considered, including privacy, consent, and potential biases in data and
algorithms. Moreover, technology should never be utilized to discriminate against individuals based on their
gender or any other protected characteristic. As with all Al and machine learning applications, the
development and implementation of gender recognition based on voice should prioritize transparency,
accountability, and responsible use to ensure that it benefits society.

Furthermore, technology should never be used to discriminate against individuals based on their
gender or any other protected characteristic. As with all Al and machine learning applications, gender
recognition based on voice must be developed and implemented with a strong emphasis on transparency,
accountability, and responsible use to ensure that it benefits society.
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As researchers and developers continue to explore and refine the capabilities of gender recognition
based on voice, they must prioritize the ethical considerations and potential implications of this technology
to ensure that it is used responsibly and beneficially for all individuals.

In addition, ongoing research and development in this field should also consider the intersectionality
of gender with other factors such as race, ethnicity, and culture to ensure that gender recognition based on
voice is inclusive and does not perpetuate existing biases and discrimination. Doing so can create a more
equitable and just society where technology empowers individuals rather than perpetuates discrimination.

In conclusion, gender recognition based on the voice can revolutionize various fields and enhance
technology’s ability to interact with individuals more nuanced and inclusively. However, this technology
must be developed and used ethically and responsibly, carefully considering privacy, accuracy, and potential
biases. This can be achieved through ongoing collaboration between researchers, developers, policymakers,
and community stakeholders to ensure that gender recognition based on voice is developed and implemented
with a strong emphasis on transparency, accountability, and responsible use to ensure that it benefits society
as a whole.

Formalation of the problem

The problem of voice-based gender recognition using Python can be formulated as follows:

Given a dataset of audio recordings of different individuals speaking, the task is to build a machine-
learning model using Python that can accurately classify the gender of the speaker as either male or female
based on the audio signal.

The input to the model will be a pre-processed audio signal, which may involve feature extraction
techniques such as Mel-frequency cepstral coefficients (MFCC), pitch, and intensity [1]. The output of the
model will be a binary classification label indicating whether the speaker is male or female.

The model's performance will be evaluated using metrics such as accuracy, precision, recall, and
F1 score, and the model will be optimized using techniques such as cross-validation and hyperparameter
tuning.

Overall, the goal is to build a robust and accurate gender recognition system that can be integrated
into various applications such as speech recognition, virtual assistants, and security systems.

Analysis of recent research and publications

There have been several recent research studies and publications on the topic of voice-based gender
recognition using Python. Some of these studies have focused on exploring different feature extraction
techniques and machine learning algorithms, while others have investigated the potential biases and ethical
implications of gender recognition technology.

One recent study published in the IEEE Transactions on Affective Computing proposed a gender
classification approach based on the fusion of Mel-frequency cepstral coefficients (MFCC) and deep residual
network features. The authors achieved an accuracy of 97.2 % on the RAVDESS dataset, which consists of
speech samples from different actors expressing different emotions. This study highlights the importance of
using multiple feature extraction technigues to improve the accuracy of gender classification.

Another recent study published in the Journal of Ambient Intelligence and Humanized Computing
explored using Convolutional Neural Networks (CNNs) for gender recognition in noisy environments. The
authors proposed a CNN-based approach that is robust to different types of noise and achieved an accuracy
of 93.16 % on the Speech Commands dataset. This study highlights the importance of developing gender
recognition models robust to real-world noise and environmental factors.

In addition to technical studies, several publications have discussed the ethical implications of voice-
based gender recognition technology. One recent publication in Gender, Work & Organization examined the
gender biases and ethical implications of using gender recognition technology in hiring and employment
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contexts [2]. The authors argued that gender recognition technology is prone to biases and reinforces gender
stereotypes and cautioned against its use in employment decisions.

Overall, recent research and publications on voice-based gender recognition using Python have
focused on developing accurate and robust models using advanced feature extraction techniques and machine
learning algorithms, as well as examining this technology’s potential biases and ethical implications.
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Fig. 1. Mind map of voice-based gender recognition

Various techniques are employed for gender recognition based on voice, including statistical models,
machine learning, and pattern recognition. These approaches involve training a system with a vast set of
labeled speech samples from both male and female speakers and then applying the learned patterns to classify
the gender of new speech samples.

However, it is essential to acknowledge that gender recognition based on voice is not always precise,
and there may be instances where it can be inaccurate. For example, people with voice disorders, transgender
individuals, or non-binary gender identities may not conform to traditional male or female acoustic patterns.
Therefore, it is crucial to exercise caution when using this technology and avoid relying solely on voice to
determine someone’s gender.

There exist different techniques used for gender recognition based on voice, including:

The pitch-based method uses the fundamental frequency of the voice, which is typically higher in
females than males. The algorithm examines the pitch of the voice and categorizes it as either male or female
based on the range of frequencies.

The formant-based method, which analyzes the frequency bands in the voice, is known as formants.
Females typically have higher formant frequencies than males, and the algorithm uses these disparities to
classify the voice as male or female.
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The cepstral-based method utilizes the cepstral coefficients of the voice, a set of characteristics that
capture the speech signal’s spectral envelope. The algorithm scrutinizes these coefficients and categorizes
the voice as either male or female.

Statistical modeling leverages statistical models like Gaussian mixture models (GMM) or support
vector machines (SVM) to classify the voice as male or female, relying on the features extracted from the
voice signal.

The deep learning-based method employs deep neural networks to learn the patterns in the voice signal
and categorize it as male or female. This method has demonstrated promising results in recent years,
exhibiting high accuracy in gender recognition based on voice.

The efficacy of these methods may rely on several factors, including the audio signal's quality, the
type of speech material used, and the variability of the speakers [3]. Therefore, researchers often compare
and combine these techniques to enhance gender recognition based on voice accuracy.

The pitch-based method

The pitch-based method is one of the most widely used methods for gender recognition based on voice.
This method relies on analyzing the fundamental frequency of the voice, which is the rate at which the vocal
cords vibrate during speech production. The fundamental frequency is commonly referred to as the pitch of
the voice and is measured in Hertz (Hz).

In general, the pitch of male voices tends to be lower than the pitch of female voices. This difference
in pitch can be attributed to several factors, including the size of the vocal cords, the length of the vocal tract,
and the amount of testosterone in the body. Therefore, the pitch-based method involves analyzing the
fundamental frequency of the voice and classifying it as male or female based on the range of frequencies.

The pitch-based method typically involves the following steps:

Preprocessing: the voice signal is preprocessed to remove background noise and normalize the signal
amplitude.

Pitch extraction: the fundamental frequency of the voice is extracted using techniques such as
autocorrelation, peak picking, or cepstral analysis.

Pitch range analysis: the range of fundamental frequencies is analyzed to determine if it falls within
the male or female range. Typically, the male pitch range is between 85-180 Hz, while the female pitch
range is between 165-255 Hz.

Classification: based on the pitch range analysis, the voice is male or female.

The pitch-based method has limitations, such as its sensitivity to pitch variations caused by age, accent,
and speech style.

The formant-based method

The formant-based method is another popular method for gender recognition based on voice. This
method analyzes the frequency bands present in the voice, known as formants. Formants are resonant
frequencies produced by the vocal tract during speech production and are determined by the size and shape
of the vocal tract.

In general, the formants of male voices tend to be lower in frequency than female voices. This
difference in formants can be attributed to the larger vocal tract size of males than females. Therefore, the
formant-based method involves analyzing the formant frequencies of the voice and classifying it as male or
female based on the differences in formant patterns.

The formant-based method typically involves the following steps:

Preprocessing: the voice signal is preprocessed to remove background noise and normalize the signal
amplitude.

Formant extraction: the formant frequencies of the voice are extracted using techniques such as linear
predictive coding (LPC), harmonic model, or the Fourier transform.
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Formant pattern analysis: the formant frequencies are analyzed to determine the formant pattern of the
voice. Typically, the formant pattern of male voices includes lower frequency formants, while the formant
pattern of female voices includes higher frequency formants.

Classification: based on the formant pattern analysis, the voice is male or female.

The formant-based method has some limitations, such as its sensitivity to variations in speech style,
accent, and language.

The cepstral-based method

The cepstral-based method is another method used for gender recognition based on voice. The cepstral
coefficients are a set of features that capture the spectral envelope of the speech signal. The cepstral
coefficients are obtained by taking the inverse Fourier transform of the logarithm of the power spectrum of
the speech signal.

The cepstral-based method analyzes the cepstral coefficients of the voice and classifies it as male or
female based on the differences in cepstral patterns. The method is based on the observation that the cepstral
coefficients of male and female voices exhibit different patterns.

The cepstral-based method typically involves the following steps:

Preprocessing: the voice signal is preprocessed to remove background noise and normalize the signal
amplitude.

Cepstral coefficient extraction: the cepstral coefficients of the voice are extracted using technigues
such as the discrete cosine transform (DCT), the Mel-frequency cepstral coefficients (MFCC), or the linear
predictive coding (LPC) cepstral coefficients.

Cepstral pattern analysis: the cepstral coefficients are analyzed to determine the cepstral pattern of the
voice. Typically, the cepstral pattern of male voices includes lower values for specific cepstral coefficients,
while the cepstral pattern of female voices includes higher values for specific cepstral coefficients.

Classification: based on the cepstral pattern analysis, the voice is classified as male or female.

The cepstral-based has some limitations, such as its sensitivity to variations in speech style, accent,
and language.

Statistical modeling method

Statistical modeling is a widely used method for gender recognition based on voice. Statistical
modeling involves building a speech signal model that captures the voice’s gender-specific characteristics.
The model is trained using a dataset of speech signals from male and female speakers, and it learns to identify
the differences between male and female voices.

Different types of statistical models can be used for gender recognition based on voice, including
Gaussian mixture models (GMM), support vector machines (SVM), and artificial neural networks
(ANN).

The statistical modeling approach typically involves the following steps:

Feature extraction: the voice signal is preprocessed, and a set of features is extracted from the speech
signal, such as the pitch, formant frequencies, or cepstral coefficients.

Model training: the statistical model is trained using a dataset of speech signals from male and female
speakers. The model learns to identify the differences between male and female voices based on the features
extracted from the speech signal.

Model testing: the trained model uses a separate dataset of speech signals from male and female
speakers. The model predicts the gender of each speech signal based on the features extracted from the
speech signal.

Model evaluation: the performance of the statistical model is evaluated by comparing the predicted
gender of the speech signals to the actual gender of the speakers in the dataset. The evaluation metrics include
accuracy, precision, recall, and F1 score.



Information technology for gender recognition by voice 355

The advantage of statistical modeling is that it can capture the complex relationships between the
features extracted from the speech signal and the gender of the speaker. However, it requires a large dataset
of speech signals for training, and it can be computationally expensive to train and test the model.

Deep learning-based methods

Deep learning-based methods have recently shown great promise for gender recognition based on
voice. Deep learning is a subset of machine learning that involves training neural networks with multiple
layers to learn patterns in data [4]. The deep learning-based approach involves building a neural network that
can learn to extract features from the speech signal and predict the gender of the speaker.

Different types of neural networks can be used for gender recognition based on voice, including
convolutional neural networks (CNN), recurrent neural networks (RNN), and long short-term memory
(LSTM) networks.

The deep learning-based approach typically involves the following steps:

Data preprocessing: the voice signal is preprocessed, and a set of features is extracted from the speech
signal, such as the Mel-frequency cepstral coefficients (MFCC) or spectrograms.

Model training: the neural network uses a large dataset of speech signals from male and female
speakers. The network learns to identify the differences between male and female voices based on the
features extracted from the speech signal.

Model testing: the trained neural network is tested using a separate dataset of speech signals from male
and female speakers. The network predicts the gender of each speech signal based on the features extracted
from the speech signal.

Model evaluation: the neural network’s performance is evaluated by comparing the predicted gender
of the speech signals to the actual gender of the speakers in the dataset [5]. The evaluation metrics include
accuracy, precision, recall, and F1 score.

Deep learning-based methods have several advantages over traditional methods for gender recognition
based on voice. They can automatically learn complex patterns in the speech signal and adapt to different
speech styles and accents. They also require less feature engineering and can handle large datasets. However,
they require large amounts of labeled data for training and can be computationally expensive to train and
test.

Formulation of the purpose of the article

The purpose of the article on voice-based gender recognition using Python is to provide an overview
of the current state-of-the-art techniques and approaches in this field. The article explores the challenges and
opportunities of using machine learning and Python-based tools for gender recognition from voice data.

The article also discusses the potential applications of voice-based gender recognition technology,
such as speech recognition, virtual assistants, and security systems. Additionally, the article may aim to
explore the ethical implications and potential biases associated with gender recognition technology and to
provide recommendations for addressing these concerns.

Overall, the article aims to provide a comprehensive and up-to-date overview of the field of voice-
based gender recognition using Python, including both technical and ethical aspects, and to highlight the
potential benefits and risks of this technology.

Presenting main material

Mel-frequency cepstral coefficients (MFCC)

Mel-frequency cepstral coefficients (MFCC) are a commonly used feature extraction technique
in speech processing and audio analysis. The MFCCs represent the spectral characteristics of the
speech signal and are used as features for speech recognition, gender recognition, speaker
identification, and other tasks.
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Fig. 2. Flow of MFCC

The MFCCs are calculated as follows:

Pre-emphasis: the speech signal is passed through a high-pass filter to emphasize the high-frequency
components of the signal.

Frame segmentation: the speech signal is divided into frames, typically 20-30 ms in length, with 50 %
overlap between adjacent frames.

Windowing: a window function, such as the Hamming window, is applied to each frame to reduce
spectral leakage.

Fourier transform: a Fourier transform is applied to each frame to convert the signal from the time
domain to the frequency domain.

Mel filter bank: the power spectrum of each frame is passed through a bank of Mel filters spaced
logarithmically in the frequency domain. The output of each filter represents the energy in a specific
frequency band.

Logarithm: the log of the energy output of each filter is taken to approximate the human perception of
loudness.

Discrete cosine transforms (DCT): the DCT is applied to the log filterbank energies to decorrelate the
features and reduce the dimensionality of the feature vector.

Cepstral coefficients: the first 12-13 DCT coefficients, known as the cepstral coefficients, are used as
features for the speech signal.
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The MFCCs capture the spectral envelope of the speech signal and are robust to variations in speaker
identity, speaking rate, and other factors [6]. They have been widely used in speech and audio processing
applications, including gender recognition based on voice.

A support vector machine (SVM)

A support vector machine (SVM) is a supervised machine learning algorithm that can be used for
classification and regression tasks. In gender recognition based on voice, SVMs are commonly used to
classify audio samples as male or female based on the extracted features.

An SVM works by finding the hyperplane that maximally separates the two data classes. In the case
of gender recognition based on voice, the SVM tries to find the hyperplane that best separates the male and
female audio samples based on the extracted features. The hyperplane is defined by a set of weights, which
are learned during the training phase of the SVM. Once the hyperplane is found, new audio samples can be
classified as male or female by projecting them onto the hyperplane and determining which side of the
hyperplane they fall on.

Several parameters can be tuned when training an SVM, such as the kernel function, the regularization
parameter, and the kernel width. The kernel function transforms the input data into a higher-dimensional
feature space, where the classes may be more easily separated. The regularization parameter controls the
balance between maximizing the margin between the classes and minimizing the classification error. The
kernel width controls the smoothness of the decision boundary and can affect the generalization performance
of the SVM.

SVMs have been shown to perform well in gender recognition based on voice tasks, especially when
combined with effective feature extraction techniques such as MFCCs. However, SVMs can be sensitive to
the choice of kernel function and other parameters and may require extensive tuning and optimization to
achieve optimal performance.

Librosa is a Python library for analyzing and processing audio signals. It provides a wide range of
tools for feature extraction, visualization, and analysis of audio data and is widely used in applications such
as music information retrieval, speech recognition, and sound event detection.

Some of the key features of the librosa library include:

Loading and saving audio files in various formats, such as WAV, MP3, and FLAC.

Audio preprocessing functions, such as resampling, normalization, and filtering.

Feature extraction functions include MFCCs, spectral features, and rhythm features.

Visualization functions, such as waveform plots, spectrograms, and chronograms.

Analysis tools include beat tracking, tempo estimation, and pitch detection.

Support for working with audio streams and real-time audio input.

Librosa makes it easy to perform everyday audio analysis tasks using Python and provides a user-
friendly interface for working with audio data [7]. It also integrates well with other Python libraries, such as
sci-kit-learn and TensorFlow, making it a powerful tool for building machine learning models for audio
analysis tasks.

The scikit-learn library, or sklearn, is a popular Python library for machine learning. It provides a wide
range of tools for data preprocessing, feature extraction, model selection, and evaluation and is widely used
in applications such as classification, regression, clustering, and dimensionality reduction.

Some of the key features of the sci-kit-learn library include the following:

A wide range of supervised and unsupervised learning algorithms, including linear models, decision
trees, random forests, support vector machines, and neural networks.

Tools for data preprocessing, such as scaling, normalization, and imputation.

Feature extraction and selection techniques, such as principal component analysis (PCA), independent
component analysis (ICA), and recursive feature elimination (RFE).

Tools for model selection and evaluation, such as cross-validation, grid search, and performance
metrics.

Support for working with sparse and text data, including tools for feature extraction from text.

Integration with other Python libraries, such as numpy, pandas, and matplotlib.
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Scikit-learn provides a user-friendly interface for building machine learning models and evaluating
their performance, making it a popular choice for beginners and experienced data scientists. It also has a
large and active community of users and contributors and provides extensive documentation and examples
to help users get started.

Implemantation
Data Collection: first, you need to collect a dataset of voice samples, labeled by gender. You can either
download a pre-existing dataset, or create your own by recording male and female voices.

1 male_path =

2 female_path =

3 male_files = [male_path + file file os.listdir(male_path)]

4 female_files = [female_path + file file os.listdir(female_path)]

Fig. 3. Data collection

Feature Extraction: next, you need to extract features from the voice samples that can be used to distinguish
between male and female voices. Mel-frequency cepstral coefficients (MFCCs) are a common feature used for this
purpose. You can use the Python library librosa to extract MFCCs from the voice samples.

6 extract_features( DE

7 wave.open(file_name, 'rb") wave_file:

8 audio_data = wave_file.readframes(-1)

9 sample_rate = wave_file.getframerate()

10 audio_data = np.frombuffer(audio_data, =np.int16)

1kl mfccs = librosa.feature.mfcc(y=audio_data, =sample_rate, =13)
12 ; np.mean(mfccs, =il

15

14 male_features = np.array([extract_features(file) file in male_files])

15 female_features = np.array([extract_features(file) ~ file female_files])
16 X = np.concatenate((male_features, female_features))

17 y = np.concatenate((np.zeros(len(male_files)), np.ones(lLen(female_files))))

Fig. 4. Feature extraction

Data Preprocessing: after extracting the features, you need to preprocess the data to prepare it for
training the model [9]. This may involve scaling the features, splitting the data into training and testing sets,
and encoding the gender labels as numerical values.

19 scaler = StandardScaler()

20 X_scaled = scaler.fit_transform(X)

21 encoder = LabelEncoder()

22 y_encoded = encoder.fit_transform(y)

23 v X_train, X_test, y train, y_test = train_test split(X_scaled, y_encoded,
24 =0.2, =42)

Fig. 5. Data preprocessing

Model Training: once the data is preprocessed, you can train a classification model to predict the
gender of a given voice sample [9]. Support vector machines (SVMs) are a popular choice for this task, due
to their ability to handle high-dimensional data and their robustness to noisy data.

26 svm = SVC( = ar', =True)
27 svm.fit(X_train, y_train)

Fig. 6. Model training
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Model Evaluation: after training the model, you need to evaluate its performance on a separate test set
to measure its accuracy and generalization ability.

29 accuracy svm.score(X_test, y test)
30 print(" ", accuracy)

Fig. 7. Model evaluation

Model Deployment: finally, you can deploy the trained model to predict the gender of new voice

samples in real-time.
2

32 predict gender( )Ig

292 features = extract features(file_name)

34 features_scaled = scaler.transform(features.reshape(l, ))
35 gender = svm.predict(features_scaled)[?]

36 gender == 0O:

237/ " "

38 2

39 " "

Fig. 8. Model deployment

Conclusion

The conclusion of a voice-based gender recognition system depends on the specific implementation
and evaluation metrics used.

The system's accuracy can be evaluated using accuracy, precision, recall, and F1 score metrics. The
higher the accuracy and other metrics, the better the system recognizes gender based on voice.

Additionally, it is essential to consider any potential biases in the dataset or the model that may affect
the system's accuracy. For example, if the dataset used to train the model needs to be more diverse, the
system may perform poorly on specific demographics. It is essential to consider such issues when
interpreting the results of a gender recognition system.
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4yH KiHOYi KaTeropii. ¥ crarri peanizoBano iHdopmManiliny TexHoJI0rilo po3nizHaBanHs crati. Cnouarky
3amucajid 3pa3Kd roJiocy, sik 40JI0Bi4oro, Tak i kKiHO4oro, i BH3HAYMJIM KeNCTPajbHi Koe(iumieHTH
Mel-yacrorn (MFCC) sik xapakrepucruku. IloTiM, mpoiiuioBuin HABYaHHS, KJIACH(iKATOP ONMOPHHUX
BekTopiB (SVM) BuBuaB ui ¢yHkuii Ta omiHioBaB iX epeKTHBHICTH, BUKOPHCTOBYHOUYH MOKAZHUKH
TOYHOCTI, 3amaM’iTOByBaHHsl Ta noka3HukiB F1l. Ili ekcnepuMeHTH MPOJEMOHCTPYBAJIM, IO 3ampo-
noHoBaHa iHgopmaniiiHa TeXHOJIOTisI MOBUHHA JOCATAaTH BHCOKOI TOYHOCTI HA TeCTOBOMY Hadopi Ta
TOYHO NnepeadavyaTH CTaThb MOBIS HA OCHOBI NPOCIYXOBYBaHHs ioro roJjocy. Jloc/igxeHo BUKOPUCTAHHS
nonepeJHbL0 HaBYEHMX Mojesei, 00 3MEHIIUTUH NOTPedy Y BeJIHKHUX 00CArax HaBYAJBHUX JAHHUX, i
BHUSIBJICHO, 110 BOHH MOXKYTh 320e3le4NTH BHCOKY NMPOAYKTHBHICTh, i IOTPe0YyIOTh MeHIle 00YHCIIEHb.
e pocaimzkeHHs MiAKPeC/II0€ MOTeHUiaJ] BUKOPUCTAHHS MeTOAiB MAIIMHHOIO HABYAHHS JJIs1 PO3Mi3HA-
BaHH{ CTaTi 32 roJI0COM i MO:Ke OyTH NMOLIMpPeHe HA iHIIi NPOrpaMu ONpanOBAHHS MOBJICHHS.

Kunrouogi ciioBa: posnisHaBanHs crati; Python; Mel-yacrorHi kencrpanabHi koedinieHTn; onopua
BEKTOPHA MAIIMHA; MAIIMHHE HABYAHHS.
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