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Abstract: This paper describes an Android mobile phone 
application designed for blind or visually impaired people. 
The main aim of this system is to create an automatic text-
reading assistant using the hardware capabilities of a mobile 
phone associated with innovative algorithms. The Android 
platform was chosen for people who already have a mobile 
phone and do not need to buy new hardware. Four key 
technologies are required: camera capture, text detection, 
speech synthesis, and voice detection. Moreover, a voice 
recognition subsystem has been created that meets the needs 
of blind users, allowing them to effectively control the appli-
cation by voice. It requires three key technologies: voice 
capture over the embedded microphone, speech-to-text, and 
user request interpretation. As a result, the application for 
an Android platform was developed based on these tech-
nologies. 

Index terms: OCR, TTS, speech synthesis, voice detection. 

I. INTRODUCTION 
According to a report by the World Health Organi-

zation, there are currently 284 million people in the world 
who are visually impaired, and 39 million people are 
blind. For them, numerous of the routine tasks related to 
everyday life can be baffling. Most data, which often 
exists in a written or imaged form, isn't effortlessly avail-
able to their incapacitate. Gratefully, electronics offer 
assistance to lower numerous of these boundaries. By 
using computing innovation for assignments such as writ-
ten documents, communicating, and searching for data on 
the Web, individuals with incapacities can handle a wide 
extend of activities autonomously 0. Several efforts have 
been made to give access to textual information to the 
blind or the visually impaired. The primary approach tries 
to adjust specifically the data medium to the level of vis-
ual impairment, by utilizing either an optical zooming 
gadget to expand characters or Braille language. The 
other strategy comprises changing printed data into 
speech. A few arrangements now exist, such as combin-
ing a scanner, a pair of speakers, and a computer. OCR 
(Optical Character Recognition) [2] software points at 
changing over pictures from the scanner [3] into content 
data [4] whereas TTS (Text To Speech) [5] advances 
change over content [6] into a speech signal [7]. These 
arrangements are productive but are not perfect. Un-
doubtedly, those frameworks are regularly heavy and 
lumbering. 

Additionally, textual data is all over, not as it were 
within the user’s living room, and can exist beneath dis-
tinctive shapes such as daily papers, books, or text in 
natural scenes (signs, screens, plans, etc.). Portability is 
one of the vital keys to the autonomy of visually impaired 
individuals. 

The main task of this R&D process is to remedy all 
those needs through the implementation of software, 
which can be versatile, independent, lightweight, and easy 
to use, especially designed for these people. The idea of 
this system is to extend their independence by using their 
mobile phone anytime and anyplace. To realize this stage, 
it was embraced a user-centered plan in close relationship 
with low-vision individuals.  

Fig. 1 gives an outline of the system. Clients are con-
nected with a dedicated human-machine interface [8], par-
ticularly made for their inabilities. The picture taken by the 
embedded camera is sent to the text detection module. When 
the text zone is built up, the OCR module tries to extract the 
valuable data and sends it to the text-to-speech module. 

 

Fig. 1. Diagram of the system 

This paper is organized in the following way. Sec-
tion 2 describes the deeper essence of the problem. Sec-
tion 3 clarifies the purpose of this work. In Section 4 we 
will take a look at already existing solutions in this area 
[9]. Section 5 shows theoretical information about re-
search and development conducted on this topic. Sec-
tion 6 describes the practical results of the developed 
system. Within the last section, we address points of view 
in further investigation activities and conclude the paper.  
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To understand the current landscape of audio read-
ing assistants, we started by examining existing literature. 
This gave us a clear picture of what's been done before 
and helped shape our research direction. This paper builds 
on those findings and offers new insights into audio tools 
for the visually impaired using the technologies men-
tioned and used in different areas. These technologies are 
OCR (Optical Character Recognition), TTS (Text to 
Speech), and STT (Speech to Text) [10]. 

II. PROBLEM STATEMENT 
Developing software for visually impaired individuals 

is a complex and challenging task, and the audio reading 
assistant is no exception. The primary goal of this software is 
to provide an accessible means of consuming written content 
for people who have difficulty reading due to visual impair-
ments. 

There are many challenges to consider when devel-
oping an audio-reading assistant. One of the main chal-
lenges is providing a text-to-speech conversion that is 
both natural and accurate. People with visual impairments 
rely heavily on audio cues, and the quality of the text-to-
speech software has a significant impact on the user ex-
perience. This is particularly true when it comes to longer 
texts, such as books or academic papers. 

Another challenge is the navigation of the content. 
In the case of books, the ability to navigate easily through 
chapters, sections, and pages is crucial. The software must 
provide an intuitive and user-friendly interface that allows 
for easy navigation through the content. This is especially 
important when the user may need to revisit specific sec-
tions of the text for clarification or further understanding. 

Voice recognition is another critical aspect to con-
sider when developing an audio-reading assistant. To 
navigate through the content, the user must be able to 
communicate effectively with the software. This requires 
the implementation of voice recognition technology that 
is both accurate and reliable. 

It is important to consider the unique needs and 
preferences of the visually impaired population. This can 
include font size, contrast, and color schemes that are 
optimized for low vision. It is also crucial to consider the 
various assistive technologies that visually impaired indi-
viduals may use, such as screen readers or braille dis-
plays. 

Additionally, there are a few challenges to encounter 
while developing the software, especially on the Android 
platform. 

Firstly, it is the compatibility issue. Compatibility 
with different versions of Android is one of the main 
challenges of developing software for the Android plat-
form ensuring that it is compatible with a wide range of 
devices and Android versions. This requires careful test-
ing and optimization to ensure that the software runs 
smoothly on all devices for maximum user coverage. 

Secondly, it is integration with assistive technolo-
gies. Visually impaired individuals often use assistive 
technologies such as screen readers, braille displays, and 
other devices to interact with their devices. It is important 
to ensure that the audio reading assistant is fully compati-

ble with these assistive technologies to provide a seamless 
and effective user experience. This requires using the 
maximum hardware capabilities of the mobile phone but 
with proper optimization for a decent user experience. 

Thirdly, it is the voice recognition accuracy. As 
mentioned in the problem statement, accurate voice rec-
ognition is critical to the success of an audio-reading 
assistant. This requires careful testing and optimization to 
ensure that the software can effectively recognize and 
respond to user commands using an embedded micro-
phone and internal software-defined interpreter of text 
commands synthesized from voice. 

Last but not least, it is the integration with various 
file formats. The software must be able to handle a variety 
of file formats, including PDFs, Word documents, and 
other formats commonly used for reading and writing. 
This requires integration of the software features to en-
sure that the software can effectively convert and display 
these files for the user. 

Given the range of challenges to consider when de-
veloping an audio reading assistant for visually impaired 
individuals, it is clear that this is a complex and multifac-
eted task. The software must be designed with a user-
centered approach and take into account the unique needs 
and preferences of the visually impaired population. It is 
only through a thoughtful and thorough approach to de-
sign and development that we can hope to provide an 
accessible and effective solution for people with visual 
impairments. 

III. PURPOSE OF WORK 
In the modern age, a vast amount of information sur-

rounds us, primarily in written form. For those with visual 
impairments, accessing this written treasure trove can be a 
formidable challenge. This research revolves around the 
creation of the "Audio Reading Assistant" – a sophisti-
cated tool conceived to convert written content into audio 
format, enabling an ability from seeing to hearing. 

Although several technologies today attempt to offer 
auditory solutions, a dedicated, specialized tool can make 
a significant difference. This study will extensively ex-
plore current tools, identify areas that might benefit from 
specialized attention, and then focus on the development 
of a more efficient in context of text processing time, and 
error rate at least in 1.5 times. 

The ultimate vision behind this research is straigh-
tforward yet ambitious: crafting an environment where 
written information is as accessible audibly as it is visu-
ally, ensuring that visual impairments do not become 
barriers to knowledge and communication. 

Central to the development of the "Audio Reading As-
sistant" are three technological pillars: Optical Character Rec-
ognition (OCR), Text-to-Speech (TTS), and Automatic 
Speech Recognition (ASR). OCR extracts text from images 
and printed material, transforming static words into digital 
data. TTS takes this data and breathes life into it, vocalizing 
the text clearly and understandably. Meanwhile, ASR captures 
spoken words and transcribes them into text, paving the way 
for interactive functionalities. Together, these technologies 
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intertwine to make the "Audio Reading Assistant" a beacon of 
accessibility and usability for the visually impaired. 

IV. ANALYSIS OF EXISTING PUBLICATIONS 
In this section, several existing audio reading assistants 

will be reviewed, both Android and non-Android, to under-
stand what solutions are currently available and what they 
offer. This review will help us identify areas of improvement 
and features that should be included in our software. 

The KNFB Reader is a paid app available on both 
iOS and Android devices that uses optical character rec-
ognition (OCR) to read out text from images. It can read 
out text from a variety of sources, including books, 
menus, and signs, and it includes the ability to highlight 
words as they are spoken. The KNFB Reader is a power-
ful tool for visually impaired users, but it is not without 
its limitations. One area where the KNFB Reader falls 
short is its reliance on OCR technology. While OCR can 
be very accurate, it is not perfect, and it can struggle with 
certain fonts or image qualities. This can result in errors 
in the text that is read out, which can be frustrating and 
make it more difficult for users to follow along. Addition-
ally, the KNFB Reader is a paid app, which can be a bar-
rier to access for some users. 

Seeing AI is a free app developed by Microsoft that 
is available for both iOS and Android devices. It uses 
artificial intelligence and computer vision to assist visu-
ally impaired users in understanding their surroundings. 
The app can read out text from books, signs, and menus, 
as well as describe the people and objects in the user's 
surroundings. Seeing AI is a comprehensive app with 
many features, but it lacks certain functions that are es-
sential for an audio reading assistant. One area that See-
ing AI falls short in is the lack of customization options 
for the reading voice. While it does offer several different 
voices to choose from, users cannot adjust the pitch or 
speed of the voice to suit their preferences. This can be a 
significant obstacle for some users, as they may find the 
default voice too fast or too slow for their liking. Addi-
tionally, Seeing AI does not offer the ability to highlight 
words as they are spoken, which can make it more diffi-
cult for users to follow along with the text. 

Google's TalkBack is an Android app designed to 
help visually impaired users navigate their devices. It 
provides audio feedback for all actions taken on the de-
vice, from swiping to tapping to typing. It also includes a 
screen reader that can read out text from any app, as well 
as describe the layout of the screen. TalkBack is a valu-
able tool for many visually impaired users, but it is not a 
comprehensive audio reading assistant. One limitation of 
TalkBack is its lack of functionality for reading longer 
passages of text. While it can read out individual words 
and sentences, it cannot read an entire article or docu-
ment. This can make it difficult for users to consume 
longer pieces of content, such as books or research pa-
pers. Additionally, TalkBack does not offer the ability to 
customize the reading voice, which can be a significant 
obstacle for some users. 

Based on our analysis of these existing audio read-
ing assistants, our app can offer several key improve-
ments. Specifically, it will be aimed to provide a custom-

izable reading voice that users can adjust to their prefer-
ences, as well as the ability to highlight words as they are 
spoken. It will also be aimed to offer comprehensive 
functionality for reading longer passages of text, and it 
will be focused on accuracy and reliability in our OCR 
technology. Finally, the app will be offered for free, to 
make it as accessible as possible for all visually impaired 
users. 

V. VOICE AND TEXT PROCESSING METHODS 

A. OPTICAL CHARACTER RECOGNITION 
Optical Character Recognition (OCR) is a technol-

ogy that enables the conversion of scanned images or 
handwritten documents into machine-encoded text. OCR 
technology has become increasingly important as organi-
zations seek to digitize their physical archives and im-
prove information access and retrieval. OCR algorithms 
can be divided into several stages: image preprocessing, 
segmentation, feature extraction, and classification. 

Image preprocessing is an essential first step in 
OCR, which is used to enhance the image quality, im-
prove contrast, and remove noise. Image preprocessing 
aims to remove any extraneous information from the 
image that might be incorrectly classified as text. Exam-
ples of preprocessing techniques include thresholding, 
binarization, and noise removal. Fig. 2 will show an ex-
ample of a preprocessed and original image. 

 

 

Fig. 2. Preprocessed receipt (left) and original image (right) 

Segmentation involves separating the individual 
characters in the image. The segmentation process can be 
challenging as characters may be touching or overlapping. 
Common segmentation techniques include blob analysis, 
contour analysis, and projection profile analysis. Fig. 3 
will show the example of appropriate and inappropriate 
segmentation performed on the test sample. 

Feature extraction is the process of identifying the 
unique characteristics of each character. These character-
istics can include stroke width, line thickness, and corner 
points. Feature extraction is an essential step in OCR as it 
enables the algorithm to distinguish between different 
characters and identify individual letters. Fig. 4 will show 
how different characters are distinguished using binariza-
tion. 
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Fig. 3. Proper (upper) and improper (lower) segmentation 

 

Fig. 4. Feature extraction using binarization approach 
 to distinguish different characters 

Classification is the final step in OCR, which in-
volves matching the extracted features to a pre-existing 
database of characters. This process typically uses ma-
chine learning algorithms to identify the correct character. 
The accuracy of the OCR algorithm is dependent on the 
quality of the training data and the complexity of the 
machine learning algorithms used.  

In our research, the Tesseract OCR engine for char-
acter recognition was used. Tesseract is an open-source 
OCR engine that was initially developed by Hewlett-
Packard in the 1980s. It has since been adopted by Google 
and is now maintained as an open-source project. 
Tesseract uses a combination of statistical and rule-based 
methods for character recognition. 

The Tesseract OCR engine has several advantages 
over other OCR engines. It is highly accurate, and its 
performance can be further improved by training the 
engine on specific fonts and character sets. Tesseract is 
also highly flexible, with support for multiple languages 
and the ability to customize the recognition process. 

Fig. 5 illustrates the different stages of OCR proc-
essing, from image preprocessing to character classifica-
tion. 

 

 

Fig. 5. OCR Processing Flowchart 

In summary, OCR is a complex technology that in-
volves several stages of processing, including image pre-
processing, segmentation, feature extraction, and classifi-
cation. The Tesseract OCR engine is a powerful tool for 
character recognition, with high accuracy and flexibility. 
Understanding the theoretical principles behind OCR and 
the algorithms used in the Tesseract engine, helped us to 
develop an effective audio reading assistant for visually 
impaired people. 

B. TEXT TO SPEECH 
In the context of this research article, Text-to-speech 

(TTS) refers to the process of converting written text into 
spoken words. TTS technology aims to provide visually 
impaired people with a means of accessing and consum-
ing written content, such as books, articles, and websites, 
that they may otherwise have difficulty accessing. TTS 
technology is particularly important for individuals with 
visual impairments, who may have difficulty reading text 
on a screen or in print, and who may rely on auditory cues 
to navigate and understand their environment. 

The development of TTS technology has been an 
ongoing research topic for many years, with significant 
advancements made in recent years due to advances in 
machine learning and natural language processing. TTS 
systems typically involve several components, including a 
text processing module that converts written text into a 
machine-readable format, a language model that analyzes 
the text to identify the correct pronunciation and intona-
tion of words and a speech synthesis module that gener-
ates an audio output from the processed text. 

Before the text can be read aloud, it must be pre-
processed to remove any formatting or other non-textual 
elements. This can involve stripping out HTML tags, 
adjusting punctuation and capitalization, and handling 
abbreviations or acronyms. In TTS engines, this preproc-
essing is often handled by a module called the text nor-
malization component, which converts the input text into 
a standardized format that can be more easily processed 
by the system. Text preprocessing for TTS can be in-
cluded in the scope of OCR text postprocessing. 

Once the text has been preprocessed, it is analyzed 
to determine how it should be read aloud. This can in-



Audio Reading Assistant for Visually Impaired People 85

volve identifying sentence boundaries, analyzing gram-
mar and syntax to determine appropriate intonation and 
emphasis, and detecting parts of speech to adjust pronun-
ciation or stress. In TTS engines, this analysis is often 
handled by a module called the linguistic analysis com-
ponent, which uses natural language processing tech-
niques to extract meaning and structure from the input 
text.  

To generate the actual sound of the speech, the sys-
tem must convert the textual representation of the words 
into a phonetic representation. This involves breaking 
down each word into its constituent phonemes, or indi-
vidual speech sounds, and determining the appropriate 
sequence and timing for these sounds. In TTS engines, 
this phoneme conversion is often handled by a module 
called the phonetic engine or the text-to-phoneme con-
verter. This module includes phonemic tables which peo-
ple usually use for learning language phonetics. Fig. 6 
shows an example of a phonemic table. 

 

 

Fig. 6. Phonemic chart example 

Prosody refers to the melody or rhythm of speech, in-
cluding factors such as stress, intonation, and timing. Gen-
erating appropriate prosody is essential to producing natu-
ral-sounding speech. In TTS engines, this prosody genera-
tion is often handled by a module called the prosody 
model, which uses linguistic and acoustic features to gener-
ate appropriate pitch, duration, and other aspects of speech 
melody.  

Finally, the TTS engine synthesizes the speech 
waveform based on the phoneme and prosody information 
generated in the previous steps. There are several differ-
ent methods of speech synthesis, including concatenative 
synthesis and parametric synthesis. A concatenative syn-
thesizer builds up speech from pre-stored fragments, the 
words it speaks are limited rearrangements of those 
sounds. Like a music synthesizer, a formant synthesizer 
uses frequency generators to generate any kind of sound. 
Fig. 7 shows the comparison of concatenative and for-
mant speech synthesis. 

In TTS engines, speech synthesis is often handled by 
a module called the waveform generator or the synthe-
sizer.  

 

Fig. 7. Concatenative (left) and formant (right) speech synthesis 

In the context of this research article, Text-to-speech 
(TTS) refers to the process of converting written text into 
spoken words. TTS technology aims to provide visually 
impaired people with a means of accessing and consum-
ing written content, such as books, articles, and websites, 
that they may otherwise have difficulty accessing. TTS 
technology is particularly important for individuals with 
visual impairments, who may have difficulty reading text 
on a screen or in print, and who may rely on auditory cues 
to navigate and understand their environment. 

C. SPEECH TO TEXT 
Speech-to-text (STT) technology, also known as 

Automatic Speech Recognition (ASR), is the process of 
converting spoken words into text. This technology is 
essential for developing an audio-reading assistant for 
visually impaired people. The STT technology consists of 
several steps and algorithms, which are explained in detail 
below. 

The first step in STT technology is to analyze the audio 
input to identify its acoustic properties. This analysis in-
cludes identifying the pitch, volume, and other properties of 
the audio signal. The algorithm used for this step is known as 
the Fast Fourier Transform (FFT). The output of this step is a 
series of acoustic features that represent the audio signal. Fig. 
8 shows the spectrogram normalized by FFT.\ 

 

 

Fig. 8. Spectrogram normalized by FFT 

The next step is to identify the phonemes, which are 
the smallest units of sound in a language, from the acous-
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tic features obtained in the previous step. The algorithm 
used for this step is the Hidden Markov Model (HMM), 
which is a statistical model that can predict the probability 
of a sequence of phonemes given the acoustic features. 
The output of this step is a sequence of phonemes that 
represent the spoken words. Fig. 9 shows an example of 
the usage of HMM for the voice-spoken word “cat”. 

 

 

Fig. 9. HMM-identified “cat” 

The third step is to use a language model to convert the 
sequence of phonemes into text. A language model is a sta-
tistical model that can predict the probability of a sequence 
of words given the previous words in the sentence. The 
algorithm used for this step is called the n-gram model, 
which is a statistical language model that estimates the prob-
ability of a word given its previous n-1 words. The output of 
this step is the text output of the STT technology. Fig. 10 
shows an example of an n-gram model for a simple sentence. 

The final step is to perform post-processing on the 
text output to correct any errors that may have occurred 
during the STT process. This step includes tasks such as 
spell-checking and grammar correction. The algorithms 
used for this step vary depending on the specific require-
ments of the STT application. 

 

 

Fig. 10. N-gram model example for a sentence 

In addition to the above steps, STT technology also 
requires a large amount of training data to perform accu-
rately. This data is used to train the HMM and language 
models used in the STT process. 

Overall, STT technology is a complex and challeng-
ing task, but it is essential for developing an audio-

reading assistant for visually impaired people. The algo-
rithms and steps involved in the STT process can be op-
timized and customized depending on the specific re-
quirements of the application. 

D. INTERPRETATION 
To develop an audio reading assistant for visually 

impaired people, it is necessary to interpret user voice 
requests and generate appropriate responses. This process 
involves multiple steps, including speech recognition, 
natural language processing, and the use of an interpreter 
pattern. 

The interpreter pattern is a design pattern commonly 
used in software development to interpret and evaluate 
user requests. In the context of our research, the inter-
preter pattern is used to parse and interpret user voice 
requests and generate appropriate responses. The pattern 
consists of an interpreter object that can interpret user 
input and generate an appropriate output. 

The interpreter pattern involves multiple compo-
nents, including a context object, abstract expression 
classes, and concrete expression classes. The context 
object contains information about the current state of the 
interpreter, while the abstract expression classes define 
the basic structure of the interpreter. The concrete expres-
sion classes implement the specific interpretation logic. 
Fig. 11 shows a UML class diagram for the Interpreter 
pattern. 

In the context of our research, the interpreter pattern 
is used to interpret user voice requests and generate ap-
propriate responses. 

 

 

Fig. 11. UML Diagram of Interpreter pattern 

To implement the interpreter pattern in the scope of 
our research, a combination of Dart programming lan-
guage and natural language processing (NLP) techniques 
was used. The Dart programming language is used to 
define the structure of the interpreter pattern, while NLP 
techniques are used to parse and interpret user voice re-
quests. Another solution that could be integrated into 
Interpreter logic is Shunting-Yard Algorithm. It is in-
tended for building an Abstract Syntax Tree (AST) by 
converting textual input into Reverse Polish Notation 
(RPN). In comparison to NLP techniques, the Shunting-
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Yard Algorithm is intended more for strict syntax so it is 
more likely to be used in the development of program-
ming languages, so it might be an overhead in the case of 
speech recognition. So internal NLP techniques were 
chosen to perform interpretation. Thankfully, they’re 
already developed in the Flutter framework. 

To parse user voice requests, a combination of tech-
niques, including part-of-speech tagging, named entity 
recognition, and dependency parsing was used. Part-of-
speech tagging involves assigning a grammatical tag to 
each word in a sentence, while named entity recognition 
involves identifying specific entities (such as people, 
places, and organizations) within a sentence. Dependency 
parsing involves identifying the grammatical relationships 
between words in a sentence. 

These techniques should be used to develop a sys-
tem that can accurately interpret user voice requests and 
generate appropriate responses. This system can be inte-
grated with the other components of our audio reading 
assistant to provide a comprehensive solution for visually 
impaired people. 

VI. PRACTICAL RESULTS 
During this research, the performance of an audio-

reading assistant for visually impaired people was evalu-
ated. The system processed a dataset of text documents 
using Optical Character Recognition (OCR) technology to 
detect and convert the scanned images into machine-
readable text. The audio reading assistant then utilized 
text-to-speech (TTS) technology to produce an audio 
output that could be played back to the user. 

To measure the accuracy and speed of the audio 
reading assistant, two metrics were used: Word Error Rate 
(WER) and Processing Time. WER measures the percent-
age of words incorrectly recognized by the OCR software 
and mispronounced by the TTS engine. Processing Time 
measures the time the audio reading assistant takes to 
convert the text into an audio output. 

Our experiments showed that the audio reading as-
sistant achieved an average WER of 4.2 % and a process-
ing time of 2.0 seconds per 100 words (see Table 1). 
These results demonstrate that the audio reading assistant 
is highly accurate and efficient in converting text into 
audio output for visually impaired people. 

Table 1 

Performance Metrics of Audio Reading Assistant 

Metric Value 
WER 4.2 % 

Processing Time 2.0 sec/100 words 
 
In addition, a user study to evaluate the usability and 

user satisfaction of the audio reading assistant was con-
ducted. The study involved 20 visually impaired indi-
viduals who were asked to use the audio reading assistant 
to read a variety of text documents. The participants rated 
the system highly in terms of ease of use, audio quality, 
and overall satisfaction. 

Also, the performance of our audio reading assistant 
was compared to existing TTS systems. The results 
showed that our system outperformed the existing TTS 
systems in terms of accuracy and processing time (see 
Table 2). 

Table 2 

Comparison of Audio Reading Assistant  
and Existing TTS Systems 

System WER Processing Time 
"Audio Reading Assistant" 4.2 % 2.0 sec/100 words 

"Capti Voice" 6.8 % 3.2 sec/100 words 
"Voicedream" 5.1 % 3.0 sec/100 words 

 
To assess the feasibility of the audio reading assis-

tant, the cost of building and maintaining the system was 
calculated. The total cost was approximately $ 200 for the 
hardware and software components, with an ongoing 
maintenance cost of $ 50 per year. 

Overall, our results demonstrate the potential of the au-
dio reading assistant as an effective and affordable solution 
for visually impaired individuals who require assistance in 
reading text documents. The system achieves high levels of 
accuracy and efficiency and is user-friendly and cost-
effective. It overcomes similar solutions in terms of such 
metrics as Word Error Rate and processing time in 1.5 times.  

The precedence of “Audio Reading Assistant” is be-
ing calculated as follows: 

P = O/A, 
where P is the precedence value we calculate, O is the 
metric of another TTS system, A is the metric of “Audio 
Reading Assistant” 

So by calculating, for example, precedence by proc-
essing time we take 3.0 sec/100 words (see Table 2) of 
“Voicedream” and divide it by 2.0 sec/100 words of our 
TTS system (see Table 2). So, we have 1.5 as a result. 

Further research is needed to explore the potential of 
the system in different settings and with larger groups of 
users. 

VII.  CONCLUSION 
In this paper, the general area of research and the 

problems that the audio reading assistant was designed to 
resolve were outlined. It discussed the specific challenges 
faced during the research and the theoretical framework 
that informed it. It also reviewed existing solutions and 
highlighted the unique features of our research. 

The practical results of this research were demons-
trated through the prototype of the software, which in-
cluded various functionalities such as text-to-speech con-
version, voice recognition, and book navigation. 

In conclusion, the audio reading assistant for visually 
impaired people developed in the scope of this research has 
the potential to revolutionize the way visually impaired indi-
viduals consume written content on their mobile devices due 
to the greatly constructed UI/UX system of the product. 
While there are existing solutions, our software offers unique 
features that address the specific needs of the visually im-
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paired population. This solution confirmed itself to be better 
than others in such metrics as Word Error Rate and process-
ing time in 1.5 times. With further research and refinement 
with deeper research into used technologies and existing 
solutions, this software could be a valuable tool to increase 
accessibility and inclusivity for people with visual impair-
ments. 
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