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REVIEW OF DISEASE IDENTIFICATION METHODS BASED

ON COMPUTED TOMOGRAPHY IMAGERY

Methods and approaches to computational diagnosis of various pulmonary diseases via automated analysis of chest
images performed with computed tomography were reviewed. Google Scholar database was searched with several queries
focused on deep learning and machine learning chest computed tomography imagery analysis studies published during or
after 2017. A collection of 39 papers was collected after screening the search results. The collection was split by
publication date into two separate sets based on the date being prior to or after the start of the COVID-19 pandemic.
Information about the size of the dataset used in the study, classification categories present in it, primary classification
target, employed approaches and architectures, metrics used to judge the performance, and the values of those metrics
were collected for each paper in the set of discovered studies. Full collected data, including the citation, on every paper
was provided in two tables respective to their publication date being prior or after COVID-19. Popular methodologies with
the best metrics were identified, outlined, and described. The selected methodologies were compared by their accuracies in
various papers found during this study. The comparison table of the found accuracies was provided. A best-performing
approach was selected based on the found accuracies. As of this review, ResNet, its variations, and the architectures built
upon it have the most promising results, with VGG and Xception being close contenders. The complications with
reviewing existing studies in the field are outlined, the most important of them being the diversity in the way that dataset
size is described, as well as diversity in the metrics employed, making a comparison between many individual papers
impossible or at least lowering the quality of such a comparison. Metrics commonly used to measure the performance of
machine learning approaches used in the found studies are outlined and described. Further research direction is proposed,
with an emphasis on multi-class classification, modularity, and disease progress prediction. This proposition is guided by
finding that most of the studies found focus on single class classification. Additionally, almost none of the studies discuss
disease progression, and almost all of the studies discuss rigid solutions which are hardly extendable for future diseases

and other classification methods.
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Introduction / Bctyn

A series of uncommon pneumonia cases appeared in
December of 2019 in Wuhan region of China. These cases
were directly tied to a novel coronavirus, named COVID-
19. After a worldwide spread of this disease, it was
declared a pandemic by WHO. As of early February 2024,
more than 7 million cases resulting in fatal outcomes, out of
approximately 770 million registered [1].

The relevance of the research — is defined by the critical
need to achieve optimal medical care performance under
conditions of extreme overload at times of big disease
outbreaks. An increase in patient admission speed with
partially automated diagnosis tools is one of perspective
ways of such optimizations.

The object of the study — is the process of automated
lung disease recognition.

The subject of the research — are methods of automated
lung disease recognition based on computed tomography
imagery processing.

The purpose of this research — is to determine the most
perspective approaches towards the computed tomography
based disease classification.

To achieve this purpose, the following main research
objectives are identified:
e collect data about existing research in the field;
e determine most popular and effective methods
employed,
e define requirements and parameters for disease
classification systems based on chest CT imagery.

Computed tomography is a radiology method that is
utilized for non-invasive diagnosis via high-quality imagery
of patient's body. Using this method, imagery is obtained
via scanning the patient's body with X-Ray in a gradual and
layered way, and algorithmically processing the
information received from X-Ray sensors on the opposite
side of patient's body from the emitters.

Result of a CT scan is a three-dimensional layered
image of patient's internals, with layer thickness varying
from 1.5 mm to 10 mm, and level of detail varying in
relation to X-Ray emitter strength used in process of
making the scan. These variables are set based on the aim
of the diagnosis and a particular patient — emitter strength
can be reduced for children and pregnant women, resulting
in a low-dose CT-scan.
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Computed tomography imagery is one of the primary
methods of pulmonary disease diagnosis, since it results in
a three-dimensional image, the flexibility of its acquiring
process for a particular disease and patient, and also gives
an ability to build arbitrary projections of patient's body.

Analysis of literary sources. The search for literary sources
was conducted in Google Scholar with queries “Chest CT deep
learning”, “Chest CT automated diagnosis” and “Chest CT
prediction” with a publication time filter set from January
2017 to September 2023. A total of 39 existing works were
found. For those, the target disease, employed method, dataset
size, evaluation metrics achieved, and dataset classes were
collected. The papers were sorted into two time buckets:

e before COVID-19;
e after COVID-19.

Comprehensive list of found papers including collected
information is presented in Tables 1 and 2. Of 39 found
papers, 12 were released before the start of COVID-
19 pandemic. Of them, 7 are related to identification and
classification of lung nodules and lung cancer, 2 with
pneumothorax search, 1to tuberculosis identification and
1 to emphysema. The final one is describing a method of
segmenting the imagery. 27 of 39 papers were released
after the start of the COVID-19 pandemic, with 25 papers
regarding COVID-19 identification, 1 working on tubercu-
losis diagnosis and 1 on lung cancer.

Table 1. Papers published before COVID-19 pandemic / [locnimkenns, omyoiikoBani 1o nanaemii COVID-19

\I({eeafr, Target disease Method Dataset size Metrics used Data classes
2017
AlexNet 00 o .
[2] P.T. GoogLeNet 1007 AUC=99 % Lung tuberculosis and healthy
2017 ACC=64.6 % .
B3] L.C. Unknown 48 AUC=64.6 % Not listed
2&1]7 Sg. CNN 240 ACC=88 % CT imagery in general
2018 ACC=91.6 %
[5] L.N. Modified ResNet50 | Unknown AUC=95.7 % Benign/malignant lung nodules
2?61]8 L.N. Method comparison 43292 AUC=92-99 % Nodules and no nodules
2018 DetectNet _01 0
7] L.N. YOLO 1018 ACC=93 % Nodules and no nodules
2019 Sensit.=100 %
[8] Pt. CNN 80 Specif=83 % Pneumothorax and healthy
2?91]9 LC. Unknown 1139 ACC=94.4% Cancer/healthy
2019 CNN e 270 .
[10] Pt. YOLO 1596 ACC=86-87 % Different pneumothorax stages
2019 . Sensit.=94 % . .
(1] L.N. CMixNet 888 Specif=91 % Benign/malignant lung nodules
2019 CNN .
[12] Em. LSTM 7143 Unknown Different emphysema types
2019 _ o . .
[13] L.C. 3DDCNN 55 ACC=98.51 % Healthy, benign, malignant nodules
Table 2. Papers during and after COVID-19 / Jlocnimkxerns, omyOiikoBaHi miciist moyaTky nmauaemii COVID-19
\I({e;afr, Target disease Method Dataset size Metrics used Data classes
1 2 3 4 5 6
2020 Unet ACC=90 %
[14] CVD WeakLabel 499 AUC=95.9 % COVID-19 and non-COVID-19
ResNet-50 Xception Sensit.=99 % . .
i cvD Inception-v3, 3993 Specif.=100 % COVID-19, other peumonias, non
VGG16 ACC=99.8 % P
2020 DenseNet F1=90 %, AUC=98 %, ) :
[16] CVD ResNet 812 ACC=89 % COVID-19 and non-COVID-19
VGG-16 ResNet Coco
2[(1)%) CVD DenseNet 349 Afjlgisg 4A](y COVID-19, other diseases, healthy
EfficientNetCRNet. ’
2[(1%5) CVD | 2D ROI GradCam 110 AUC=94.8 % COVID-19 and non-COVID-19
2[(1)35) CVD Unknown 14.435 F1=97 % COVID-19 and other pneumonias
2[(2)(2)5) LC. AlexNet Unknown ACC=97.2% Not listed
2020 CVD ImageNet | 610 patients | ACC=98.5 % COVID-19, other virus and bacterial
[21] pneumonias, pulmonary tuberculosis
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Continuation of the Table 2

1 2 3 4 5 6
2020 6868 images _
[22] CVD ResNet50 400 patients ACC=95.6 % COVID-19 and healthy
2020 DenseNet3D ACC=87.1 %,
23] CVD MNas3DNet 3.993 F1=87.25 %, COVID-19, other pneumonias, healthy
ResNet3D AUC=95.7 %
Bl CVD ResNet50 720 ACC=92.2 % COVID-19 and non-COVID-19
2020 Recall=98 % .
[25] P.T. CNN 1002 Precis.—94 0/(; Tuberculosis and healthy
. ACC=89.7 %,
2[(2)25) cVD Filicient 544 F1-89.6 %, COVID-19 and others
AUC=89.5 %
2021 CcVD COV[D-Net, 13.975 ACC=943 9% COV[D—1'9, other virus and bacterigl
[27] modified pneumonias, pulmonary tuberculosis
2021 Efficient o< o COVID-19, other virus and bacterial
[28] CVD NetB3 7184 AUC=95 % pneumonias, pulmonary tuberculosis
2021 Available datasets SARS-CoV-2 CT-scan
CVD CNN 3228 ACC=99 %
[29] and COVID19-CT
2021 Specif.=92 %
130] CVD ResNet50 2592 Sensit =93 % COVID-19 and others
2[%1 CVD CNN 465 Not listed COVID-19
2021 VGG-16 SARS-CoV- | ACC=98.79 % accuracy
[32] CVD ResNet50 Xception | 2 CT dataset F1-score of 0.99 SARS-CoV-2 CT dataset
- : —QR_0K O i
2021 CVD leferentlal 3.993 ACC=88 .96 v for diff. Unstated readily available datasets
[33] architecture search architectures
B CVD VGG, ResNet 757 | ACC=99.35%,96.77%|  COVID-19 and non-COVID-19
2022 Inception _
35] CVD ResnetV2 2,471 ACC=96 % COVID-19 and non-COVID-19
i CVD SeNetl 54 31590 ACC=98 % COVID-19, other pneumonias, healthy
2[(3)3]2 CVD P-DenseCOVNet. 2.698 ACC=87.5% COVID-19, other pneumonias, healthy
(i CVD CVDI19-Net 13216 ACC=98 % COVID-19 and non-COVID-19
2023 DarkNet19, N
[39] CVD MobileNetV2 2482 ACC=98 % COVID-19 and non-COVID-19
2[2(2)]3 cvD RADIC 2482 ACC=99 % COVID-19 and non-COVID-19
where:
e L.N. - lung nodule classification;
e P.T.—pulmonary tuberculosis identification;
e Pt.— pneumothorax identification;
e L.C.-lung cancer identification;
e Sg. —imagery segmentation;
e Em. - emphysema;
e CVD-COVID-19.

Research results and their discussion /
Pe3ysibTaTu A0CAiAKEHHS Ta iX 06GrOBOPEHHSA

As would be expected, year 2020had a peak in
publications regarding automated disease recognition using
chest CT images. As illustrated on Fig. 1, there has been a
steady decline of interest to the topic since the peak in 2020.

All the found papers employ deep neural networks for
their identification purposes, specifically— CNN's—
convolutional neural networks, of such architectures:

e DenseNet—  convolutional  neural  network
architecture, that employs DenseBlocks that directly
connect all convolutional layers of the network
between each other's, aiding reuse of learned features
between different layers of the network, and leads to
generally smaller neural networks while keeping the
efficiency the same [41].

ResNet — convolutional neural network architecture,
that employs jumper connections between one or
several layers, aiding information pass-through to
deeper layers, helping treat various phenomena that
arise with deepening the neural network [42].

VGG — convolutional neural network architecture
that uses a step-by-step narrowing of the layers to
achieve deeper networks while reducing the amount
of parameters in the system and improve the
discriminatory ability of the decision function [43].
Xception — convolutional neural network architecture
that is based on wusing depthwise separable
convolution, that, in difference to a common
convolution, separates the calculation into two
steps — depthwise convolution per input channel and
dot convolution to create a linear sum of
convolution's output [44].
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Year

Count

Fig. 1. Amount of works on the topic of chest CT based disease recognition per year / KinpkicTb 3HaliieHIX poOiT Ha TeMy PO3ITi3HABAHHS

3axBOpIOBaHb 3a 3HIMKOM KT, po3nozisieHa 3a pokamu

e EfficientNet— convolutional neural network
architecture and method of scaling networks that is
scaling depth, width and resolution using a
compound coefficient. This architecture differs from
common ones with scaling the parameters not in an

arbitrary way, but with fixed coefficients [45].
Found accuracies for the above architectures are
displayed in Table 3. Of discovered methods, 8 used
exclusively or in combination with other architectures, the
ResNet architecture, with mean AUC of 95 % and mean
accuracy of 93 %, that marks this architecture as worthy of

interest

Table 3. Accuracies, achieved with most popular neural network
architectures across found works / TounicTs, HocsTrHYTa
HaWTOMYJSIPHIIIIAME apXiTeKTypaMH HEHPOHHHUX MEpex 3TiHO i3
BUSIBJICHAMH CTATTSIMU

DenseNet, o o, | Xception, | Efficient

Method 9 ResNet, % | VGG, % o Net.%

. 93;97; . 00. 7.

Achieved | oo 03 | 92 86: | 87395 197, 90, 96| 8% 77>
accuracies 87: 99 76; 99 79;

An additional paper, not mentioned in search results, but
deserving special attention nonetheless is a letter by Elyas
Mahjoub et al. [46], that describes a simple hand-calculated
scoring method that provides a remarkably reliable (odds
ratio 44.243, 95% CI 8.609-227.365, p<0.001) way of
predicting 5-day outcome of COVID-19 pneumonia.

Direct comparison between the found works is
complicated by two factors. Works may employ either 2D
or 3D analysis — looking at specific slices of CT image, or
looking at the image in it's entirety. Thus, the dataset sizes
are described either as amount of 3D images overall, the
amount of patients in the study, or the amount of individual
slices used to train and evaluate the neural networks.

The articles also employ a variety of metrics to evaluate
their network, which makes direct comparison between
network performance across some works impossible. Of
39 works, 20 are using accuracy (1) as their metric, 11 are
using AUC (area under Receiver Operating Characteristic
curve) [47], 4 are using sensitivity (2) and specificity (3),
5 are using F1-score (4) and only one is using precision (5)
and recall (6).

TP+TN

L ———
, (1)
TP
sensitivity = ———, 2
YT TPYFN .
TN
specificity = ———, 3
pecificity = b ©
Pl = g, Precisionx recall ’ (4)
precision + recall
TP
recision = ———, >
p TP + FP ©
TP
recall = ————, ©
TP + FN

where TP — true positive, FP — false positive, TN — true
negative, FN — false negative.

Most of works found were aimed at binary classification
for COVID-19 pneumonia presence or absence, employing
a dataset consisting of images only with either healthy
lungs, or lungs damaged by COVID-19 pneumonia.

Discussion of research results. As a result of the
analysis of found works the following problems were
identified:

1. Lack of a singular classification quality metric;
2. Omittance towards methods other than neural
networks in the discussion in general;
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3. Varying methods of dataset composition and
size description.

Thus, based on the performed analysis, to facilitate
classification quality and statistical significance of results
we can define such requirements and parameters for disease
classification systems:

1. Minimum dataset size should be at least 200
patients (as 3-dimensional DICOM images, or
equivalent sequential 2-dimensional slices
amounting to no less than 30 per patient);

2. For multiclass classification, all the classes
should be fairly represented in the dataset;

3. Prominent and common metrics should never
be omitted so that the results are comparable to
existing studies.

It should also be noted that interest should be taken in
reproducing and improving upon works by Hoon Ko et al.
[15], Xuehai He et al. [17], Qiangian Ni et al. [19], Min Fu
et al. [21], Xin He et al. [23], Matthias Fontanellaz et al.
[27], Mehdi Yousefzadeh et al. [28]. These works employ
data, that includes other lung discases aside the target
disease — most often the third class in the study is
community acquired pneumonia. Networks, trained on such
datasets are, arguably, more stable and more applicable
real-life use and augmentation for other diseases, including
future ones.

So, based on the results of the work performed, it is
possible to formulate the following scientific novelty and
practical significance of the research results.

The scientific novelty of the obtained research results —
constituted by drawn attention to main problems of research
result comparison, and outlined necessity for research result
unification to aid in research reproducibility and further
studies.

The practical significance of the research results — is
the defined state of the art, as well as the result
generalization in the field of disease recognition based on
CT imaging, and the ascertainment of lack of unified result
metrics and lack of multi-class classification studies.

Conclusions / BucHOBKuU

Review results lead us to conclude that research
direction of automated analysis of CT imagery is quite a
developed one. A big flow of attention was given to it after
COVID-19 pandemic started, provoked by a big deficit of
virus presence test systems. Nonetheless, a notable marker
of direction's development is the availability of systems that
reliably discriminate between different illnesses.

As simple classification is a well-researched topic, it is
deemed perspective to approach disease progression
prediction, also considering factors like patient age, pre-
sence of chronic diseases, etc. Also, a perspective direction
would be building ensemble systems to achieve a complete
diagnosis and scoring system.

Another interesting note is that methods other than
convolutional neural networks are not present in the
discourse, which may show either their non-expediency or
that there is space for further research with non-CNN
methods.
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OIJIsII METOAIB ITEHTU®IKAILII 3AXBOPIOBAHB 3A IOIIOMOTI' 010 3HIMKIB
KOMITIOTEPHOI TOMOTPA®II

PosriasHyTO Meromm Ta MiAXOAM MO KOMITIOTEPHOI JIarHOCTHKH pPI3HHUX 3aXBOPIOBAHb JICTGHb Ha IMiJCTaBi
ABTOMATH30BAHOTO aHANI3y 3HIMKIB KOMIT IOTepHOI Tomorpadii. Bukonano momryk B 0a3i mammx Google Scholar 3a
KITBKOMa 3alMTaMHM Ha TEMy aHaji3y 3HIMKIB KOMIT'IOTEpHOI Tomorpadii 3a JOIOMOror ITHOOKOrO HaBYaHHS Ta
MaIIMHHOTO HaBYaHHS Cepei cTaTel, omyOiikoBaHMX mpotsroM abo micas 2017 p. Ilicms BinciloBaHHS pe3ynbTaTiB
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nomyky cdopmoBano HaOip i3 39 crarteil. Habip maHMX pO3ALICHO 3a JaTOO IMyONiKalii Ha JBi KaTeropii: 10 Ta Micis
nouatky masaeMii COVID-19. Jins K0XXHOTO JOCIT/UKEHHS B OTpHMaHOMY HaOopi 3i0paHo iH(opMmamito mpo po3mip
BUKOPHCTAHOTO HAOOPY JaHWX, 3aXBOPIOBAHHS, SIKi MICTATBCS Y HHOMY, OCHOBHY IIUJIb KJIacH]iKarlii, 3acTocOBaHi IiIXOIH
Ta apXiTeKTypH, METPUKH, BHKOPHCTAHI JUIS OI[HIOBaHHS pE3y/IbTATIB, Ta 3HA4EHHS INX MeTpHK. HamaHo moBHY
iH(opMalIito PO KOXKHY 31 cTaTell y Habopi, pa3oM 3 mocuianHsaM. [HHopMAaIliFo HaBEICHO B JIBOX TAOJIHISIX, 3aJIEKHO BiJ|
myOuikanii g0 gu micast nosisn COVID-19. BusnaueHo, ormicaHo Ta MOPIBHSHO MOMYIISIPHI METOMOJIOTI] i3 HalKpammuMn
MOKa3HUKaMH. BuOpani MeTonornorii IMOpiBHSAHO 3a OTPHMAaHWM ITOKa3HHKOM TOYHOCTI, HABEICHHM Y BiAIIOBITHOMY
nociipkeHHi. HanaHo MOpiBHAIIBHY TaOJNMIIO OJep)KaHWX IMOKA3HWKIB TOYHOCTI. BuOpaHO HalmepcrneKTHBHINI 3
JIOCII/DKEHUX Y PO3MIAHYTHX CTATTSAX METOJOJIOTIH 3a ITOKAa3HHKOM TOYHOCTI. Ha MOMEHT yKiIafaHHS IIbOTO OTJISITY
ResNet iforo Bapiarii Ta apxXiTeKTypH, ToOyIOBaHI Ha Oro OCHOBI, MarOTh Haikparmi pe3ynsTatd, a VGG Ta Xception €
ONMM3BEKIME KOHKYpeHTaMu. OIICaHo CKJIaJHOII 3 OIJISIIOM HAasBHUX JIOCIIJUKEHB Y Wil ramy3i, HaHBaXXIIMBIIINIMH 3 KX
€ PI3HOMAHITHICTB y CII0C00i OMNCY po3Mipy HaOOpY AaHHWX Ta BHOOpI METPHK OLIHIOBAHHS PE3YIBTATIB, IO YCKIJIATHIOE
MOpIBHSAHHS 0araThOX OKpPEeMHX cTaTeil abo MpHHANMHI IOTIpIIye SKICTh TaKOro MopiBHAHHA. OIFCaHO Ta PO3IIISHYTO
METPHKH, $Ki YacTO BHUKOPHCTOBYIOTH JUIS BHMIPIOBAaHHS pE3YJIBTATUBHOCTI METOMIB MAIIMHHOTO HaBYaHHS,
3aCTOCOBAHHMX Y 3HAMICHWX JOCII/UKEHHSX. 3alpONOHOBAHO HANpPSIM MOJAIBIINX JOCTIDKEHb 3 aKICHTOM Ha
KiacuQikariro 3 6araTbox KJIaciB, MOAYJBHICTh Ta NMPOTHO3YBAHHS IIPOrpecy 3aXBOPIOBAHHS. 3alpONOHOBAHMIT HAIIPSM
OOTpYHTOBAaHO THM, IO OLTBIIICTH BHSABICHHX JOCIIDKEHb 30CepekeHi Ha kimacudikamii 3a omgHEM KiacoM. Takox
MPAKTHYHO JKOJHE 3 AOCHTIKEHb HE aHaNli3ye IPOrpec 3aXBOPIOBAHHS, a Maike BCl JOCHIKEHHS PO3TIIAIAIOTh )KOPCTKI
PpILIEHHS, MAJONPUIATHI JUTS PO3IIHUPEHHS 3 METOIO MIITPIMKH MalOyTHIX 3aXBOPIOBAHb Ta 1HIIMX METOJIB KIacH(iKaIlii.

Kniouosi cnosa: aHani3 3HIMKIB KOMIT'IOTEpHOi ToMorpadii, HSHpoHHI Mepexi, TIMOOKe HaBYaHHS, KOPOHABIPYC,
COVID.
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