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An R2 score or a coefficient of determination is used often as a metric to evaluate regression
models. It can be applied solely but usually it is combined with other metrics in order to increase
accuracy of a model evaluation. The goal of the work is to research the dynamics of the R2 score
of a K-Nearest Neighbors regression model trained on series of different sizes in order to propose
a new approach to increase the robustness and accuracy of the model evaluation when the R2 score
metric is used solely. Typically, a value of the R2 score metric above 0.8 is considered to be
sufficient while an evaluated model is considered to be accurate enough. However, such a way of
R2 score interpretation to may lead to model’s accuracy misevaluation, which is shown in the
proposed paper. The results obtained clearly display that R2 score can vary significantly in some
cases depending on the samples selected to test part of a series used for model evaluation. The
mentioned variation can contribute to model’s accuracy overestimation, which, in turn can lead to
incorrect results of model application. The known methods to make model estimation more
accurate involve use of other metrics. Instead, this paper focuses on increase of model’s accuracy
estimation without the necessity of using other metrics. The R2 score dynamics is examined using
25000 cycles of the K-Nearest Neighbors regression model training and evaluation. Selection of
samples to a training or test part of a series has been done randomly. For all the experiments
quantity of neighbors is fixed and equals to the default value of n neighbors=5 of the
KNeighborsRegressor method provided by the Sklearn library. The paper both states and proves a
hypothesis that the R2 score variation is expected to increase with series size reduction and the
variation is supposed to be observed for models trained on the same series because of training/test
samples selection randomness. The experiments carried out allowed to propose an alternative
approach that did not require any supplementary metrics. The proposed approach considers
application of the R2 score along with its variation that must not exceed 0.2 for the K-Nearest
Neighbors regression model.
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1. Introduction

Business-related data analysis usually includes tasks to predict (extrapolate) or interpolate some
necessary values (for example, sales dynamics, capitalization, load on servers etc.). These tasks can be
solved with the help of machine learning algorithms through training a regression model.

Significant step of data analysis is a step of model evaluation. Evaluation is typically carried out
using metrics suitable for regression models.
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Coefficient of determination or an R score is a metric commonly used to evaluate the performance
of regression models. This metric can be used alone or in a combination with Mean Square Error (MSE),
Mean Absolute Error (MAE) or Mean Error (ME) to compare several models or to estimate accuracy of a
single regression model.

According to [1], the R” score measures the proportion of variance in the dependent variable which
is explained by the independent variable and can be calculated as:

n—1
2( ) Z(J’i _)A’i)z
R (y,p)=1-F——, (1)
n —\2
%(J’i —y,-)

where y; denotes an actual value of the dependent variable; ; refers to a mean value of the dependent

variable and )A/ denotes a predicted value of the dependent variable.

It is seen form (1) that random selection of samples to training and test series for the same machine
learning algorithm may result in variation of R* scores of regression models trained on the same dataset,
which may lead to incorrect model evaluation.

The object of study is the process of applying the R* score metric to evaluate the K-Nearest
Neighbors regression model trained on series of different sizes. Precisely, it is the R* score variation caused
by series size changes and the randomness of selecting samples to training and test parts of series.

The purpose of the work is to propose a method to increase robustness and accuracy of an R* metric
value interpretation for a K-Nearest Neighbors (KNN) regression model trained on series of different sizes
without using MSE, MAE, ME or other suitable metrics.

2. Task statement

Let us formulate hypothesis about the R* score variation caused by series size reduction and the
randomness of selecting samples to training and test parts of series. The R* score variation is expected to
increase with series size reduction and the variation is supposed to be observed for models trained on the
same series because of training/test samples selection randomness.

The proof of the hypothesis and understanding the R* score dynamics allows to propose a new
method for R” score metric application without the necessity to use other metrics to increase accuracy and
robustness of a KNN regression model evaluation. The new method can be based on limiting the R* score
variation.

3. Related works

According to [1] and [2], the R* score is supposed to be between 0 and 1, the closer to 1, the better
the regression fit. Mathematically it is expressed as:

R*(y,7)—>1 )

Despite being a well-described and a long-present metric, the R* score is a subject of actual
researches. For example, the work [3] introduces a family of the R* score implementations for generalized
linear mixed models considering different probability distributions. The work [4] proposes the R* score
implementation for generalized linear models by means of using the variance function to define the total
variation of the dependent variable, as well as the remaining variation of the dependent variable after
modeling the predictive effects of the independent variables.

The common trend from [3] and [4] is the intention to widen the application of the R* score metric
on its own. This approach is used in real scientific projects including [5, 6, 7].
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However, the robustness and accuracy of a model evaluation can also be increased by combining the
R? score with other metrics. The later approach can be seen in some scientific works. For example, it is
used in the works [8, 9, 10].

To sum up, the scientific topics aimed at widening the area of the R* score metric application are
relevant and are being developed now. Scientific projects involving the R* score metric solely for results
estimations are common for different research areas. However, it is incorrect to state that the use of the R?
score is completely determined and revealed for all possible cases of application. This makes relevant a
search for new methods of the R* score sole application, which is the case of the present work.

4. Experiment setup

A series of samples must be generated in order to research the behavior of the R score metric with the
intention to prove or decline the hypothesis formulated above. Let us use the formula (3) to generate samples.

1
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Let us define the range of an independent variable (x) that is used to generate a series for the KNN
regression model training. In this particular experiment setup, we use the range of x €[1;100] to generate

the samples shown in the Fig.1.
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Fig. 1. Samples series for the hypothesis testing

The samples shown in the Fig.1 are fit with the K-Nearest Neighbors regression model. For each
cycle of training/testing the R* score is computed and then series is reduced by 5 samples. Thus, series
initially contains 100 samples, then 95, then is reduced to 90 etc., until the KNN model is underfit.

For each sample size (N= 100, 95, 90, ...) KNN is trained 1000 times in order to estimate variation
of the R? score. Precisely, there are 1000 values of the determination coefficient obtained per each sample

size, which allows to estimate variation (AR’), maximum R* score (R, ), minimum R* score (RZ, ), and a
median value of R” metric ( R?,,, ). The variation of the R* score is calculated as follows:
2 2 2
AR” =R —R i, (4)
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In the experiments a model is considered to be underfit if at least one value of the R* score is zero or
negative.

The experiments carried out considered two proportions of training/test samples distributions
recommended by [1] and [11]. These proportions were 70/30 and 80/20 (i.e. 70% or 80% of samples for
training and 30% or 20% for testing).

Instrumentwise, the experiments were carried out using the pandas library [12] for data structures
and data preparation, the NumPy library [13] to reshape data before training the model, the KNN
regression model was implemented by the KNeighborsRegressor [14] module from the Scikit-learn library
and the R* score metric was calculated by means of the sklearn.metrics.r2_score [2] module from the
Scikit-learn library. Graphs were built using the matplotlib.pyplot [15] library.

5. Experiments results

In the case of the 70/30 training/test samples distribution the experiment was stopped when the
quantity of samples (N) reached 40. At this point the minimum value of the R* score was 0.016 and the
variation of R* reached 0.9794. The experiment results for the case of the 70/30 training/test samples
distribution are given in the Table 1.

Table 1
R2 score metric estimation for the case of the 70/30 training/test samples distribution.
70/30
N R, Ry, e AR’
100 0.9996 0.8981 0.9934 0.1015
95 0.9993 0.9186 0.9926 0.0807
90 0.999 0.8947 0.9922 0.1043
85 0.9988 0.836 0.9909 0.1628
80 0.999 0.8652 0.9905 0.1338
75 0.9984 0.8668 0.9881 0.1316
70 0.9986 0.8277 0.9861 0.1709
65 0.998 0.7974 0.9816 0.2006
60 0.9985 0.7373 0.9759 0.2612
55 0.9966 0.58 0.9648 0.4166
50 0.9961 0.6764 0.9597 0.3197
45 0.9955 0.388 0.956 0.6075
40 0.9954 0.016 0.944 0.9794
Table 2
R2 score metric estimation for the case of the 80/20 training/test samples distribution.
80/20

N Ry Ry, i AR’
100 0.9998 0.9123 0.9955 0.0875
95 0.9997 0.8937 0.9951 0.106
90 0.9995 0.8706 0.9947 0.1289
85 0.9997 0.8737 0.9938 0.126
80 0.9995 0.9046 0.9938 0.0949
75 0.9995 0.8697 0.9916 0.1298
70 0.9996 0.7754 0.9902 0.2242
65 0.9993 0.8446 0.9886 0.1547
60 0.9994 0.0975 0.9852 0.9019
55 0.9983 0.4397 0.978 0.5586
50 0.999 0.0268 0.9743 0.9722
45 0.999 0 0.9662 0.999
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In the case of the 80/20 training/test samples distribution the experiment was stopped when the
quantity of samples (N) reached 45. At this point the minimum value of the R* score was 0 and the
variation of R* reached 0.999. The experiment results for the case of the 80/20 training/test samples

distribution are given in the Table 2.
Despite showing slightly different results, tables 1 and 2 demonstrate the same trend of the AR’

score. Table 1 took 13000 training/testing cycles (1000 per each value of V) of the KNN regression model,
while the Table 2 is based on 12000 of the cycles.

6. Results discussion

Fit accuracy of the KNN regression model decreases with the reduction of a series size, which is
shown in the figures 2 and 3.

[y — 80/20 | [y R 70/30 |

Fig. 2. KNN regression model (magenta line) fit to N=100 samples of data.

=y o p— 80/20 | “|¥ . —— 70/30
;/ \ g‘ e \ _,"
20 / » ) Fi ™
i f Y
\ \

0 | & !

of 1 | '\'

/ \\ 'I g
0 'II A @ . I| :

[ L‘\‘ |I .
0 L) z —

.-";' i .\‘ - — .—-—-"L ; = ’\ .
- . X P - s . X

Fig. 3. KNN regression model (magenta line) fit to N=45 samples of data.

Let us analyze the dynamics of the R* score. In both cases (the 70/30 and 80/20 training/test samples
distributions) R’, decreases significantly slower than R, , which results in the rise of AR’. This can be

min

seen in the figures 4 — 7.
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decrease, let us analyze the dynamics of AR’.

min

It is shown in the figures 8 and 9. The values of AR’ were obtained according to the expression (4).
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It is seen from the figures 8 and 9 that AR’ tends to rise as the series size reduces. In both cases (the

70/30 and 80/20 training/test samples distributions) AR’ tends to increase significantly after reaching 0.2.

By looking at the figures 8, 9 and the tables 1 and 2, it is possible to conclude that the first part of
the hypothesis formulated above is confirmed because the R” score variation definitely increases with
series size reduction. Considering the second part of the hypothesis, it is also confirmed because we do
observe different values of the R” score obtained over the same size series, which can be seen in the tables
1 and 2. There we can find a minimum, maximum, and median values of R* obtained for the same N.

Let us consider the dynamics of
model evaluation.
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2
median

It is clearly seen from the figures 10 and 11 that the R stays rather high even in the case of large

AR’, which may lead to incorrect model evaluation. For example, let us examine the case of the 80/20

training/test samples distribution with N=50. In this case R’ = 0.9743 that seems to be a decent value,

median

but R’. = 0.0268 that clearly indicates the underfit state. An existent solution is to use another metric, for

example, MSE, MAE, ME along with the R* score to evaluate a model.

As the result of experiments carried out, it is possible to propose an alternative approach. In the
figures 8 and 9 we can spot that the AR’ tends to rise significantly after reaching 0.2. Thus, it is proposed
not only to estimate the R* score value alone, but estimate it in the combination with the AR’ value and the
later must not exceed 0.2. Let us express this mathematically:

AR <02 AR? 51 (5)

The expression (5) is the formulae of the proposed approach to increase the robustness and accuracy
of a KNN regression model evaluation without the need to apply other metrics.

Conclusion

This work focused on researching the R? score variation caused by training series size changes and
the randomness of selecting samples to training and test parts of series.

During the experiments, the hypothesis about the R* score variation increase with series size
reduction was approved. Also, the hypothesis was approved in the part stating that random selection of
samples to training and test parts of series resulted in R score variation even for the same series size.

It is also shown that the KNN regression model evaluation based only on a single value of the R
score can be misleading.

The scientific novelty of the obtained results is that the current research paper proposes an
alternative approach to KNN regression model evaluation. Precisely, it is proposed to combine the R* score
metric with its variation AR’ during KNN regression model evaluation. The value of AR’ must satisfy the
term (5). The proposed approach allows to increase the robustness and accuracy of an R” metric
interpretation for a KNN regression model evaluation without the necessity of using other metrics suitable
for regression models.

The practical significance of the obtained results is that the proposed approach does not require any
supplementary metrics to be used during the KNN regression model evaluation — only the combination of
the R” score and its variation AR’, which simplifies software code and the process of metric interpretation.

Prospects for further research includes the question of how the obtained results can be generalized to
other regression algorithms.

This work, as well, is aimed at rising a scientific discussion about application of the AR’ along with
the R” score metric for evaluation of regression models.
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JTUHAMIKA METPUKH R? 1151 MOJIEJI PETPECIT KNN,
HABYEHOI HA BUBIPKAX PI3HOI'O PO3MIPY

10.ba6iy, JI. 'tazynoBa, T. Kaninina, 5SI. [lerpoBuy

leporcasruil ynieepcumem iHmenekmyaivHux mexnHoaoeiu i 36's3ky, eya. Kysueuna, 1, 65023, Odeca, Yrpaina

R2 abo xoediuieHT nerepmiHanii 4acTo BUKOPUCTOBYETHCS SIK METPHKA JUIS OILIHKH perpeciiiHux
moneneit. Ii MoxkHa 3acTOCOBYBaTH OKpeMo, alle 3a3BUyail 1i TIOEIHYIOTh 3 iHIIAMU METPHKAMH,
00 MiBUIIMTY TOYHICTH OLIIHKKA Moesi. MeToro podoTH € JOCIiKeHHs TMHaMiKu MeTpuku R2
perpeciiiHOi MoJeni K-HaHOJIMKYMX CYCiZiB, HaBUEHOI Ha cepisix pIi3HOro po3Mipy, Mmoo
3aMporOHyBaTH HOBUH X /Uil MiJBUIIEHHS HAIIMHOCTI Ta TOYHOCTI OIIIHKK MOJEINi, KOJH
MeTpuka R2 BHKOPHCTOBYETBHCS CaMOCTIHHO, 0€3 3acTOCYBaHHs IHIIMX METpHUK. SIK TpaBuIIo,
3HaueHHs MeTpukd R2 Bume 0,8 BBakaeTbCs NUPUHHATHUM, TOAI SK OI[IHIOBaHa MOJIEIb
BBaYKAETHCS JOCTATHHO TOYHOIO. OHaK Takui cnoci0 inTeprperauii oinku R2 Moxe npuszBecTu
JI0 HEBIpHOI OIIIHKM TOYHOCTI MOJENi, IO i MOKa3aHO B 3amponoHOBaHild crartri. OTpuMaHi
pe3yNbTaTH YiTKO MOKA3YIOTh, 110 3HAUYEHHS! METPUKU R2 MOXYTh CYTTEBO BiAPI3HATUCS B JIEIKUX
BUIIaJIKaX 3aJIKHO BiJi KOHKPETHUX 3HAa4YeHb O3HAK, BiIOpaHHX JO TECTOBOI YaCTHHU BUOIPKH,
sIkKa BUKOPUCTOBYETHCS JUIS OI[IHKUA MOJIeNli. 3a3HaueHe BiJXWIICHHS MOXE CIIPUSITH 3aBHILCHHIO
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TOYHOCTI MOJENi, IO, y CBOI Yepry, MOXE MpPU3BECTH /IO HEKOPEKTHUX pe3yJbTaTiB
3aCTOCYBaHHS Mojeni. BiomMi MeTonu miIBUIEHHST TOYHOCTI OLIHIOBAHHS MOJEN nepeadadaroTh
BUKOPHCTAaHHS 1HIIMX METPUK I0AATKOBO. HaToMicTh msi cTarTsi 30cepe/keHa Ha IiIBUIICHHI
OLIIHKY TOYHOCTI MoJiesti 6e3 HeoOX1AHOCTI BUKOPHUCTAaHHSI 1HIMX MeTpuK. J[nHamika merpuku R2
JIOCHIJDKYETBCsL 32 nornomororo 25000 1uKiIiB HaBYaHHA Ta OLIHKH pErpeciiHoi Monenmi K-
HAMOMWKYMX CyciniB. Binbip 3Ha4yeHb 0 HaBYANBHOI Ta TECTOBOI YacTUH BUOIPKM BilOyBaBCs
BHITQJKOBUM YHHOM. JIJI1 BCIX EKCIEPHUMEHTIB KUIBKICTH CYCiTiB € (DIKCOBAHOI Ta OPIBHIOE
3HAYEHHI0O 3a 3aMoBYyBaHHAM n_neighbors=5 wmerogy KNeighborsRegressor, HamaHoro
6i6miorekoro Sklearn. Y poOoTi pOpMYIIOEThCS Ta MIATBEPIKYETHCS HACTYIIHA TiNoTe3a Ipo Te,
mo Bapiamis MeTpukd R2, sk ouikyeTbesi, 30UTBIIUTHCS 31 3MEHIIEHHSAM po3Mipy cepii, i
nepeadavaeThCs, 110 Bapiallis Oyze crocTepiraTucs Iisl MOJIeNIel, HABYCHUX Ha Til camiil BUOipIi,
Yyepe3 BHIIAJKOBICTh BII0OOpY HaBYaJbHUX/TECTOBUX 3HaueHb. [IpoBeseHI eKCIepUMEHTH
JIO3BOJIMJTM 3aITPOIIOHYBATH ANbTEPHATHBHUH MiAXilA, SKUH He MoTpedye JONAaTKOBUX METPHK.
3anpornoHoBaHuil miaxia nepeabadae 3acTocyBaHHS MeTpUKH R2 pasom i3 11 Bapiali€to, sika He
noBuHHA niepeBuiyBaTy 0,2 1Uis perpeciiHoi Moaeni K-HalOIMKIUX CYCITIiB.
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Karwuosi ciioBa: posmip eubipku, mempuxa R, koeiyicnm oemepminayii, pecpeciiina mooess.
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