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Abstract: The main purpose of the article is to describe 
state-of-the-art approaches to speech separation and de-
monstrate the structures and challenges of building and 
training such systems. Designing efficient optimized neural 
network model for speech recognition requires using 
encoder-decoder model structure with masks estimation 
flow. The fully-convolutinoal SuDoRM-Rf model demonst-
rates the high efficiency with relatively small number of 
parameters and can be boosted with accelerators, that 
supports convolutional operations. The highest separation 
performance has been shown by the SepTDA model with 24 
db in SI-SNR with 21.2 million of trainable parameters, 
while SuDoRM-Rf with only 2.66 million has demonsrated 
12.02 db. Another transformer-based neural network 
approaches has demonstrated almost the same performance 
as SepTDA model but requires more trainable parameters. 

Index Terms: Speech Separation, Speech Enhancement, 
Audio Processing, Neural Networks 

I.INTRODUCTION 
Design of automated speech recognition (ASR) 

systems considered two types: pipeline or end-to-end 
architectures [1]. Pipeline ASR architecture consists of 
two main parts: speech enhancement and actual speech 
recognition. The idea behind the pipeline architecture is 
to process audio focusing on different acoustic effects to 
improve the overall speech intelligibility of the original 
signal. Various algorithms are used for audio processing 
for noise suppression, dereverberation, etc. Moreover, 
training and applying different neural networks for noise 
suppression and dereverberation is more efficient than 
training a single neural network model for the same audio 
processing. Separate models combined required fewer 
parameters and calculation cycles than a single neural 
network. Also, training such a model is much harder and 
requires more data and training epochs, as the task of 
simultaneous noise suppression and dereverberation is 
quite a complex task. Likewise, an end-to-end ASR 
system requires more parameters and operation for the 
same level of performance compared to a pipeline system. 

Designing of noise suppression or dereverberation 
system is deeply investigated and solved by neural 
networks, as such systems mainly focus on suppressing 

non-speech audio components, while the speech separa-
tion part of speech enhancement focuses on dealing with 
two or more speech components. Similar to noise 
suppression neural network architectures poorly solve 
speech separation problems, as such neural network 
kernels are trained to find speech components of the audio 
and suppress others. Another fundamental difference of 
neural network model architectures for speech separation 
is that they generate more outputs than they process as 
input. It creates another branch of speech separation task 
as focusing on constant number of speakers or dynamic 
and requires more complex approaches. 

The speech separation problem is hard to solve with 
the classical programming paradigm, as we have 
interfered with signals that have the same properties, 
frequencies, etc. Such approaches focused on spectral 
separation by classifying speakers as low or high-tone 
speech, but even for low-male and high-female voices, 
there are too many interfered frequencies. Another 
problem is that speech characteristics can vary over time, 
such as speech speed, tone, pauses, etc. Even in the 
simplest case, where the speaker's main frequency ranges 
are pre-defined, the overlapping of the words and 
syllables is a complex case that appears frequently. 

On the other hand, the human ability to focus on a 
single speaker even in a complex environment with a lot 
of different speakers and noise sources is highly efficient, 
that people can understand what a person is saying to them 
at parties and other noisy conditions. It is important to 
note, that people's own experiences are not the same as lab 
experiments of the speech separation systems, as the 
human brain also processes additional sources of 
information that help us understand one speaker at a time 
with information from our eyes, etc. However, the human 
brain still demonstrates high speech separation in 
conditions where we use only audio information. People 
can easily focus and understand one speaker and change 
their perception to another at any time. 

Genuility, speech separation with neural networks 
can be grouped into deep clustering [2], fully-convo-
lutional [3], reccurent [4], transformer-based [5] 
approaches. Different applications of ASR systems 
require different architectures, resources, and latency. The 
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main purpose of this article is to analyze different 
approaches for the speech separation system for single-
channel audio. Describe the idea behind each neural 
network model, comparison of the performance, and 
resource usage. 

II. LITERATURE REVIEW AND PROBLEM 
STATEMENT 

The speech separation problem is a branch of the 
source separation task. Before neural network approaches, 
only the source separation problem was investigated, and 
solutions that usually work for multi-channel experiments 
were proposed [6]. Single-channel source separation was 
not solved until the machine learning paradigm was 
introduced. Designing algorithms for single-channel 
source separation is problematic as signals of different 
sources overlap in time and can be placed in the same 
frequency ranges of the signal spectrogram. Using deep 
neural network demonstrates high performance for single-
channel source separation and has started the branch of 
source separation tasks solved with neural networks [7]. 

Single-channel speech separation is a more complex 
task as it needs to separate signals for several signals of 
the same characteristics as speeches of different people 
still contain features. Another efficient neural network of 
the encoder-decoder (Fig. 1) architecture with a separator 
part was proposed that demonstrates the high efficiency 
of the separation for a single-channel two-speaker 
experiment [8]. This architecture is using the masks 
estimation of each speaker, that should be applied to 
features representation of original signal. 

 

 
Fig. 1. Encoder-decoder architecture  

of neural networks for speech separation 

Another type of architecture for speech separation is 
direct processing of the signal, without estimating masks. 
This approach also reuses the encoder-decoder concept to 
transfer time-domain input signal into feature maps, but 
instead of estimating masks and apply them onto the 
encoder output, the model uses straight processing layer-
by-layer to get two or more speakers singals [9]. Direct 
processing of the feature does not provide an increase in 
separation of the speech but demonstrates insignificant 
improvement for non-speech separation. 

Both architectures described above are not flexible 
for dynamic number of speakers. They are designed for a 
constant number of competitive speakers. Such approachs 
demonstrate degradation of the performance of the 
separation, when the number of actual speakers is bigger 
than expected. Completely different approach with model 
arechitecture of deep clustering is used to deal with such 
complex environments. Deep clustering approach 
contains at least two parts of the system, where one part 
tries to split the audio into segments, while second part 

does clusterization of such segments to combine them 
based on the speaker [10]. Later, such clusterized 
segments can be combined to generate separated speech. 

The experiment setup consists of one microphone. 
Recorded audio is a mixture x(t) of original speeches si(t) 
of N sources with convolved room impulse response hi(t): 

 
𝑥𝑥(𝑡𝑡) =  ∑ 𝑠𝑠𝑖𝑖(𝑡𝑡) ∗ ℎ𝑖𝑖(𝑡𝑡)𝑁𝑁

𝑖𝑖=1 . (1) 

The neural network model is designed to process x(t) 
mixture signal and estimate s ̂1(t), …, s ̂N(t), which should 
minimize the difference to s1(t), …, sN(t). 

III. SCOPE OF WORK AND OBJECTIVES 
The main goal of the work is to compare and 

describe different neural network models and approach 
for single-channel speech separation tasks. This article 
should be useful to understand state-of-the-art 
approaches, their main features, and required resources 
that can help obtain desirable results in designing own 
speech separation system for strict system requirements, 
such as memory, latency, and complexity of the model. 

This article focuses on the case of two interfered 
speakers, as most articles focus on it, but generally 
investigated methods and models can be extended to work 
with more complex cases with more than 2 speakers. Most 
of the methods or neural network methods work for a 
constant number of speakers. 

IV. EXPERIMENTS AND EVALUATION  
METRICS 

Evaluation of methods or neural network models 
requires separate original clean speeches without room 
impulse responses. Obtaining original clean speeches in 
real-world conditions is quite a complex task, so 
algorithm evaluations usually use artificially generated 
data with pre-recorded speeches and room impulse 
responses. It is important to use true clean speech datasets 
without any background noises because it can introduce 
false bias into evaluation metrics or neural network 
training. 

Generating audio data for evaluation can be done in 
two ways with or without applying room impulse 
characteristics. The usage of audio signals with room 
impulse characteristics can affect training neural networks 
to do additional tasks such as dereverberation, but for our 
research, this part of audio processing is lying outside of 
the scope. For a better comparison of the methods and 
neural network models will be used generated dataset of 
the mixture of speeches without applying room impulse 
responses.  

The most popular metric for evaluating source or 
speech separation approaches is the Scale-Invariant 
Signal-To-Distortion Ratio (SI-SDR) [11]. This metric is 
used to compare audio signals with different levels of the 
signals. It is important to use such metrics as speakers in 
the mixture can have different levels of loudness, while 
some of the methods are trained to obtain separate speech 
normalizes or of the same loudness. Based on that, such 
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metric also can be used as a loss function for training the 
neural network models. Usage of SI-SDR metric as loss 
function demonstrates high separation for trained model 
than standard source-to-distoruin ratio (SDR). In some 
articles, researchers also used the SI-SNR name 
interchangeably for SI-SDR. SI-SDR is defined as  

𝑆𝑆𝑆𝑆 − 𝑆𝑆𝑆𝑆𝑆𝑆 = 10 log10 �
�𝑒𝑒𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡�

2

‖𝑒𝑒𝑡𝑡𝑡𝑡𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑡𝑡𝑟𝑟‖2
�, (2) 
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� 𝑟𝑟�
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It is important to note, that applying SI-SDR or other 

metrics requires comparing several output channels as 
each channel contains only one speaker of the original 
mixture, which requires including some of the cases when 
original and estimated channels of speakers are 
permutated. For such cases, as a result of SI-SDR metrics 
provides maximum values of SI-SDR from all possible 
permutations of s 1̂(t) and s1(t). For training of speech 
separation models frequently used utterance-level 
permutation invariant training (uPIT) technique that used 
to calculate loss function for training invariant separation 
models. 

Two popular datasets are used for evaluation of 
neural network models for speech separation: WSJ0-2mix 
and Libri2Mix. WSJ0-2mix dataset is generated based on 
the Wall Street Journal (WSJ0) corpus. A training set 
constains of 1800 minutes of a mixture of two speakers by 
randomly selecting speakers and applying different 
gaining to generate various signal-to-noise ratios from 0 
db up to 5 db [12]. LibriMix or Libri2Mix is an open-
source dataset, generated based on the LibriSpeech 
dataset, that contains 3480 minutes of two speakers [13]. 

V. OVERVIEW OF STATE-OF-THE-ART MODEL 
 FOR SPEECH SEPARATION 

The first significant step further in speech separation 
was done with TasNet neural network architecture, which 
introduced an efficient encode-decoder structure, that 
mimicked the ideas from the language modeling [14]. 
Encoder and decoder blocks are designed to transform the 
time-sequence input audio signal into a features map, that 
can be interpreted as a short-time Fourier transformation 
and vice versa. The TasNet model uses the separation part 
which estimates two masks of each speaker that should be 
applied to the encoder output and later transformed back 
to a time-series signal by decoder block. This architecture 
demonstrates high efficiency in separation tasks as it uses 
mask estimation instead of direct signal estimations. For 
the separation part, the TasNet architecture uses LSTM 
layers of the recurrent neurons. 

The next efficient model is the Con-TasNet (fully-
convolutional time-domain audio separation network) 
model, which is a successor of the TasNet model, that 
inherited the idea of encoder-decoder structure and mask 
estimations target [15]. Instead of TasNet, Conv-TasNet 

is a fully-convolutional model that consists of convo-
lution and transposed convolution operators. Convolution 
layer is used for encoder and transposed convolution for 
decoder mimicking the STFT and iSTFT operators – for 
transforming time-domain signal into frequency-domain. 
The number of convolution filters, their length, and 
their dilation factor are similar for spectrogram 
calculation with STFT as several frequencies and overlap 
steps. The structure of the ConvBlock is shown in Fig. 2.  

 

 
Fig. 2. ConvBlock architecture  

of Conv-TasNet model 

The idea of using the convolutional operators instead 
of actual STFT is related to the fact that processing of 
the exact type of signal (speech signal) is more efficient, 
as neural network can find the best suitable filters and 
ignore some parts of the spectrum, where speech is not 
presented. Processing a single slice of the FFT with 
a convolution neural network is quite efficient, as 
convolution operators demonstrate high efficiency for 
processing patterns. However, using the same regular 
convolution layers for processing the STFT is not as 
efficient, and using a filter with fixed height and width 
does not include the relations between the farthest points 
of the spectrogram, which reduces efficient of processing 
time signals. For this reason, the original TasNet model 
includes LSTM layers in the separator part of the model, 
as the recurrent neurons demonstrate high efficiency for 
processing the time-series data. 

Replace the LSTM or other recurrent neurons with 
convolutional operators to obtain the same performance 
in processing time-sequence data was done with TCN 
(temporal convolutional network), which contains nested 
convolution layers with different dilation factors. In the 
Conv-TasNet, the separator contains N number of 
convolutions with increasing value of the dilator factor 
that is linked to the index of the convolution layer. The 
more layers the model contains, the higher efficiency of 
the processed signal separations is. The proposed 
implementation of the Conv-TasNet demonstrates 
the overperforming of the original TasNet structure for 5 
db in SI-SDR metric for WSJ0-2mix dataset with 10.8 db 
SI-SDR for TasNet and 15.3 db SI-SDR for Conv-TasNet. 

 



Andrii Tsemko, Ivan Karbovnyk 124 

 
Fig. 3. U-ConvBlock architecture of SuDoRM-RF model 

The fully-convolutional implementation of the 
speech separation model also has another benefit as 
a fully convolutional structure, which makes it possible to 
use accelerators to boost calculations and reduce latency. 
It is important for ASR systems, as they are usually built 
as low-latency applications. Using models with LSTM or 
other recurrent layers requires more time for calculations, 
as processing recurrent flow. 

Next fully-convolutional model that uses the 
encoder-decoder structure is SuDoRM-RF (Successive 
Down-sampling and Resampling of Multi-Resolution 
Features), which is a different convolutional approach 
[16]. This model proposes another separation design. It 
contains a group of sequential U-ConvBlock of U-Net 
structures with skip connections (Fig. 3). This approach 
demonstrates higher separation rate than Conv-TasNet 
even though requires 2 time less parameters. The 
SuDoRM-RF model has 17.02 db SI-SNR versus 15.3 db 
of Conv-TasNet. Original Conv-TasNet model has 5.05 
million of trainable parameters, while SuDoRM-RF uses 
only 2.66 million that is almost twise less. As architecture 
of this model is also fully-convolutional, these models 
demonstrate highest opt  

Another deep learning model is the Deep Casa 
model (deep learning and computational auditory scene 
analysis), which is designed as a two-step approach based 
on the divide-and-conquer idea [17]. The Deep Cases 
model uses two types of grouping: simultaneous and 
sequential. Firstly, the simultaneous grouping stage is 
done by a neural network that separates the spectral 
components of each speaker at the level of audio frames. 
While TasNet and Conv-TasNet models process time-
domain signal, Deep Casa processes spectrogram 
calculated by STFT. The simultaneous grouping step is 
done by the Dense-UNet structure, which contains 
a fully-connected layer of neurons, a convolution layer, 
pooling, and up-sample layers. It calculates signal 
characteristics for mask estimations that apply to 
the original spectrogram of the input signal. It generates 
two spectrograms of speakers that transform back into the 
time domain by inverse STFT. Obtained signals are later 
used as an input to the second neural network, that 
performs grouping of the signal based on the 
clusterization process. Additional input used is the time 
domain representation of the signal, which was processed 
by the TCN neural network, which helps to classify and 
group parts of the signal of each speaker. Such skip 
connections and the structure of the overall system make 
it more complex compared to TasNet and Conv-TasNet 
models. Implementation of such complex systems and 

skip connections usually requires more RAM memory 
and is hard to accelerate with GPUs. The proposed 
DeepCasa model demonstrates a 3.1 db improvement 
relative to the TasNet model but also requires 4M 
parameters more, which makes the model bigger by 45%. 

Another approach, which is quite similar to Deep 
Casa, is Wavesplit [18]. It also contains several models 
inside, that focus on different parts of the overall system 
(Fig. 4). The first model is used to split the input mixture 
into a part of the separate speaker by frames, while 
the second model processes these speaker vectors, 
customizes them, and combines them into grouped 
channels for each speaker. The second neural network 
processes the speaker vectors and pre-calculated clusters 
to group vectors by the speaker. Both neural networks for 
the estimation of speaker vectors and group vectors by 
clusters use ResNet architecture. The Wavesplit split 
model demonstrates improvement in speech separation 
compared to a model with a similar approach Deep Casa 
a 3.3 db with 21 db of SI-SNR versus 17.7 db SI-SNR for 
Wavesplit and Deep Casa, respectively. The authors do 
not provide the number of parameters of the model. 
Possibly, the size of this approach is even bigger than 
the Deep Casa model, as ResNet models usually use skip 
connection between layers, which leads to increasing the 
number of trainable parameters. The authors of the next 
SepFormer model mention the size of the Wavesplit 
model in their comparison and set it to be 29 million, 
which is more than 2 times bigger than the Deep Casa 
model. 

 

 
Fig. 4. Wavesplit model architecture 

The next model is a speech separation model of 
transformer architecture called SepFormer [19]. 
Transformer demonstrated boost in processing sequential 
data for other tasks. Proposed model also reuses the 
encoder-decoder structure proposed for TasNet by using 
convolutional and transposed convolutional layers for 
the encoder and decoder respectively to transform 
the input signal into a pseudo-spectrogram that is used as 
an input for the separator part of the model (Fig. 5). This 
separator part is a SepFormer block that consists of two 
sequential layers of the transformer. The first layer is 
named IntraTransformer (IntraT) and designed to process 
short-term dependencies, while the second layer entitled 
InterTransformer (InterT) processes the longer-term 
dependencies of the audio characteristics. As in the 
TasNet, the SepFormer generates two masks that 
are applied to the encoder output and transferred back into 
the time domain with a transposed convolution operator. 
The proposed SepFormer model demonstrates 2 times 
higher SI-SNR metric than TasNet, but demonstrates 
a slight decrease in the SI-SNR metric compared to 
Wavesplit, where SepFormer demonstrates 20.4 db SI-
SNR versus 21 db of Wavesplit. It is important to note that 
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while SepFormer is slightly below the Wavesplit in the 
performance comparison, it requires 3M parameters less. 

 

 

 

a b 

Fig. 5. SepFormer model architecture (a);  
SepFormer block structure (b) 

Monaural Speech Separation TransFormer (Moss 
Former) is another deep neural network approach that 
uses transformer blocks [20]. As with most of 
the described approaches, the MossFormer model is also 
designed based on the encoder-decoder structure to 
process the pseudo-spectrogram calculated by the con-
volution operator. The separation part of the model also 
generates the masks of speakers to apply them onto 
the encoder output. This part is designed in the same 
manner as Conv-TasNet or SuDoRM-RF, as it uses 
a sequence of blocks. The MossFormer model uses 
MossFormer type of blocks of Gated Single-head 
Transformer (GSHT) architecture with convolution self-
attention connections. The MossFormer outperformed 
SepFormer with 20.9 db SI-SNR versus 20.4 db. It is 
important to note that the proposed MossFormer 
architecture uses 2 times fewer parameters than 
SepFormer 10.8 million versus 25.7 million and still gets 
the improvement in the separation task. 

Authors of the Separate and Diffuse approach 
proposed the combination of the pre-trained model with 
the diffusion model DiffWave to improve the perfor-
mance of existing models [21]. The DiffWave model is 
the generative adversarial network (GAN) for audio 
generation. The proposed architecture processes input 
signal by a pre-trained SepFormer model to obtain 
primary separation signals. Obtained results later are 
converted into mel-spectrum and processes each signal by 
DiffWave model. In this pipeline, the DiffWave model is 
used as a vocoder that suppresses the non-speech audio 
components that help to remove noises. However, signal 
processes do not have phases as mel-spectrum signal 
representation and require phase correction. This phase 
correction is fixed by another neural network model that 
processes input mel-spectrum signal and primary 
separated signal by SepFormer. This approach produces 
improvement of the original SepFormer model 1.6 db in 

SI-SNR. However, then number of parameters of the 
overall approach is much bigger as contains three 
different neural network models. 

The authors of the MossFormer model later 
proposed an extended version named MossFormer2 that 
uses an additional recurrent module combined with 
the original MossFormer [22] They have a hypothesis that 
signal processes by transformer block with self-attention 
connections can have recurrent patterns in it that 
additionally can be processes that possibly will lead to 
increasing the performance of the speech separation. As a 
result, the proposed second version has an increasing 0.2 
db in SI-SNR than the Separate and Diffuse approach. 
However, the size of the MossFormer2 model has 
increased by 13.6 million parameters than the first 
version. This increase in parameters is 25% of the original 
MossFormer model, while the SI-SNR increase is 5%. 

 

 
Fig. 6. SepTDA model architecture 

Another deep neural network model called SepTDA 
(Speaker Separation with transformer decoder-based 
attractor) also inherited the encoder-decoder structure 
with a separator part [23]. The separator part of the model 
uses a dual-path processing block, a transformer decoder-
based attractor, and a third-path processing block (Fig. 6).  

The dual-path block is implemented with a self-
attention LSTM block for intra-dependencies and another 
self-attention LSTM block for inter-dependencies of 
the audio signal. These inter- and intra-dependencies in 
the dual-path block are quite similar to the SepFormer 
approach. Third-path blocks have a similar structure, but 
as we generate several masks for each speaker, another 
type of dependency between the speaker’s channel. The 
SepTDA model demonstrates the highest separation level 
with SI-SNR 24 db with a relatively small number of 
parameters of 21.2 million. This number of parameters is 
smaller than MossFormer, SepFormer and Wavesplit. 
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VI.CONCLUSION 
The most suitable architecture for designing a neural 

network for speech separation is an encoder-decoder-
based structure, with a separator block. A neural network 
with a separator part that aimed to estimate the mask of 
the separated speaker demonstrated the highest 
performance. Such masks should be applied to the 
encoder output to obtain the pseudo-spectrogram of each 
speaker separately. Generally, approaches with transfor-
mer blocks in the architecture produced the highest 
performance rate, but usually require significantly more 
memory, than fully-convolutional neural networks. The 
SepTDA transformer-based neural networks produced the 
highest separation rate with 24 db in SI-SNR with the 
relatively small size of the network of 21.2 million of 
parameters. 

On the other hand, the SuDoRM-RF neural network 
model was the optimal choice in case of a number of 
parameters, optimization factors, and separation perfor-
mance. The SuDoRM-RF model was a fully convolu-
tional model that possibly to be boosted by the usage of 
GPU or NPU. This model had the highest SI-SNR value 
of 17.02 db for the WSJ0-2mix dataset compared to other 
fully convolutional neural networks and requires only 
2.66 million trainable parameters. 

Designing of complex speech separation system that 
contained several neural networks provided a small 
improvement in SI-SNR compared to systems with 
a single neural network, but number of trainable 
parameters and calculation time made them inconvenient 
to use in real-time ASR applications.  
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