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Abstract: The article describes the problem of data 
personalization by identifying the individual charac-
teristics necessary to solve the personalization problem. 
The essence of the researched problem of personalization 
and the solution of tasks of the estimated correlation 
between individual characteristics and the solution using 
the forecasting model has been also highlighted. This study 
focuses on solving the problem of formalization of the 
studied object and the formalization of its conditions 
during treatment or rehabilitation, which will optimize the 
processes of treatment, analysis of individual patient 
characteristics, and forecasting possible personalized 
solutions for health care, focusing on patient health. 

Index Terms: information system, personalized medicine, 
modeling, ensemble of models. 

I. INTRODUCTION
In recent years, paradigms and visions of medicine 

and healthcare have been changed, and the healthcare 
policy of Western countries is focused on disease 
prevention and awareness, which is confirmed by 
appropriate medical literacy. In addition, the European 
Commission develops and implements various programs to 
promote the widespread adoption of comprehensive digital 
solutions that will improve the quality of life of citizens [1], 
while demonstrating significant improvements in the 
efficiency of health services and care in Europe. Particu-
larly important for the implementation of these programs 
are, among other measures, increasing the level of literacy 
of the population in the field of health care, the collection 
of medical, inpatient, and outpatient observations, and of 
fundamental importance – personalization in medicine [2]. 
Determining the necessary individual characteristics to 
solve the personalization problem depends on the key 
factors of object identification. For a formalized 
presentation of the researched object in medicine, the main 
parameters of its general condition with its defined 
characteristics are taken into account. The data of the 
research object, coming from various sources, are used for 
treatment for medical and health purposes. Nowadays, 
however, evidence supporting the provision of specialized 
medical care is largely concentrated and may be collected 
as part of disease screening or diagnostic procedures. 

II. LITERATURE REVIEW AND PROBLEM 
STATEMENT 

Personalized medicine, in the digital age, must be 
supported by small and big data, and artificial 
intelligence technology must be used to support risk 

prevention, prediction and detection, and medical 
intervention. In the work [3] the author emphasizes that 
the primary goal of personalized medicine is to enhance 
diagnosis and treatment for individual patients, aiming to 
integrate this approach across various medical 
specialties. Additionally, he highlights the importance of 
gathering diagnostic and treatment data for use in 
medical and bioinformatics processes, focusing on the 
role of big data in patient-specific insights. It is a well-
known fact that artificial intelligence gives us many 
opportunities to understand and solve many complex 
problems in the practical and scientific space. Artificial 
intelligence can be used in systems designed to detect, 
track, and predict disease outbreaks. The more 
effectively the virus's spread is tracked, the faster and 
more efficiently it can be combated [4]. 

Data mining, including in medicine, is used by 
several scientists. For example, the work [5] 
demonstrates the actual effects of missing data for 
regression by analyzing its impact in several publicly 
available databases implementing popular algorithms 
like Decision Tree, Random Forests, Adaboost, K-
Nearest Neighbors, Support Vector Machines, and 
Neural Networks. Similar results were obtained by 
Sokolova O. [6] and Sina Khanmohammadi [7] for 
associative classification of medical data and Anthony 
Costa Constantine for comprehensive survey [8] and data 
interviews for intelligent Bayesian models for medical 
decision support. The Bayesian network is also used to 
reformulate the Quick Medical Reference (QMR) model 
in decision theory. However, with the advent of big data 
technology, Bayesian networks have been slow. 
Therefore, the parallelization of Bayesian networks was 
developed in the work of Y. Tang [9]. Bayesian networks 
are also used to diagnose dementia, Alzheimer's disease, 
and mild cognitive impairment. The Bayesian belief 
network is also used in [10] and [11] for the analysis of 
aging diseases. However, even under conditions of 
parallelism, for multi-parameter, large-volume, and 
dynamic medical data, Bayesian networks should only be 
used in conjunction with other machine learning me-
thods. The apparatus of artificial neural networks, 
including those using fuzzy logic, is also actively pro-
posed for the analysis of various medical data. Thus, in 
the work of E. Bodyanskyi and I. Perova [12], a system 
of rapid medical diagnostics based on auto-associative 
neuro-fuzzy memory is proposed. This system is 
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characterized by the simplicity of the architectural 
solution and its software implementation and provides 
diagnosis of patients with several parameters. 

III. SCOPE OF WORK AND OBJECTIVES
This study focuses on solving the problem of

formalization of the researched object and formalization 
of its conditions during treatment or rehabilitation, which 
will allow for optimization of the processes of treatment, 
analysis of individual characteristics of patients, and 
prediction of possible personalized decisions regarding 
the provision of medical care, focusing on the assessment 
of the patient's health. 

IV. PROBLEM STATEMENT
Next, the essence of the researched problem of 

personalization and the solution of tasks of the estimated 
correlation between individual characteristics and the 
solution using the forecasting model is highlighted. The 
experimental setup is organized as follows: exploratory 
data analysis (normalization and coding of features), 
conditional development of space, weak choice of 
predictors, hierarchical predictor of development, and 
evaluation of results. 

All calculations are made using RStudio. Data were 
run through a Data Sampler for balancing. As a result, all 
cases are taken into account. This means that the 
collected data set is balanced. 

Personalized patient data is processed from the 
collected data set. This data set was collected in the 
surgical department of the Lviv Public Hospital 
(Ukraine). The patients underwent clinical treatment for 
postoperative complications in the abdominal cavity. 

The dataset consists of several attributes. Age is 
represented as an integer and serves as a time-dependent 
parameter and efficiency indicator (A_in). Gender is a 
logical value and acts as a time-independent parameter. 
Weight is a categorical variable that functions as a time-
dependent parameter and performance indicator (A_in). 
The date of reception is recorded as a date attribute. 
Diagnostics, which is a categorical variable, is used as a 
time-independent parameter to select a protocol (PFSoi). 
The associated diagnosis is a time-dependent categorical 
parameter (RPFSoi), while flora is also a time-dependent 
categorical parameter (RPFSoi). The drug attribute is 
categorical and depends on the protocol (PFSoi), as does 
the active substance. Finally, time in the hospital is an 
integer that represents a time-dependent parameter 
(hospital bed days) and serves as the target parameter. 

Each instance represents a GSo object. The task is to 
predict the number of days in the hospital (duration of 
treatment) based on medical treatment and personal 
parameters of the patient. The dataset consists of 51 
instances and 10 parameters. Time_in_hospital is the target 
variable. After a preprocessing step and using one hot 
coding for the categorical variables, the dataset consists of 
39 features. Missing values can be found in the Flora 
function and the Related Diagnostics function. The missing 
data imputation procedure is not used because the nature of 
the missing data is truly an empty value. The correlation 
between the parameters is shown in Fig. 1. 

The following steps are taken to arrange the 
conditional space: selection of the most important 
features; and instances divided into clusters with similar 
time-dependent and time-independent parameters. The 
initial feature selection is carried out using the 
correlation matrix, Boruta, and regression tree. Hard 
voting is used to finalize the feature. 

Fig. 1. Correlation matrix  

No significant correlation is found. The following 
Boruta algorithm is used [13] as it is depicted in Fig. 2. 
The Boruta algorithm is a wrapper built based on the 
Random Forest Classification algorithm. Fig. 2 shows 
important (green), and indicative (yellow) boxes. The 
blue box plots correspond to the minimum, mean, and 
maximum Z score of the shadow attribute. 

The important variables include the solution 
meanImp, along with the following confirmed diagnoses: 
diagnoses_furunkulois with a value of 18.631571, 
diagnose_gidroenit at 9.901603, diagnose_flegmona at 
8.915723, and sub_diabetes at 7.557117. 

The following regression tree is used for feature 
selection. It begins with a root node that contains 51 
instances, with a predicted value of 1981.92200 and a 



Mykola Stakhiv 148 

variance of 10.372550. The first branch evaluates the 
diagnosis of furunculosis, where instances with a value 
of 0.5 or greater include 11 instances, yielding a 
predicted value of 17.63636 and a variance of 4.81818. 
In contrast, instances with a value of less than 0.5 consist 
of 40 instances with a predicted value of 1531.6000 and 
a variance of 11.90000.  

Within this branch, if sub-diabetes is less than 0.5, 
there are 33 instances with a predicted value of 
1075.87900 and a variance of 11.060610. Further, if 
ceftriaxone is less than 0.5, this group contains 26 
instances, resulting in a predicted value of 818.65380 and 
a variance of 10.115380. Among these, when gender is 
0.5 or greater, there are 12 instances with a predicted 
value of 602.66670 and a variance of 8.666667. 
Conversely, if gender is less than 0.5, there are 14 
instances with a predicted value of 169.21430 and a 
variance of 11.357140.  

Fig. 2. The result of the Boruta algorithm 

If ceftriaxone is 0.5 or greater, there are 7 instances 
with a predicted value of 147.71430 and a variance of 
14.571430. Lastly, for instances where sub-diabetes is 
0.5 or greater, there are 7 instances with a predicted 
value of 322.85710 and a variance of 15.857140. 

The above regression tree structure allows for 
finding significant attributes and the values of those 
attributes. The regression tree is built on the following 
features: diagnosis of furunculosis, sub-diabetes, ceftria-
xone, and sex. 

The key variables are similar for both methods. The 
hard vote for the three feature selectors includes the 
following: diagnosis of furunculosis, sub-diabetes, diag-

nosis of hidradenitis, ceftriaxone, diagnosis of phlegm, 
and gender. 

Ceftriaxone treatment affects the duration of hos-
pital stay. Therefore, only time-dependent parameters are 
important for predicting hospital stays. 

Next, clustering is used. Visual assessment of 
(cluster) tendency (VAT) is used to analyse the possi-
bility of splitting objects. VAT shows a poor tendency 
towards clustering (Fig. 3). Small differences are repre-
sented by dark shades, and large ones by light ones [14]. 

The same result is observed with the k-means 
visualization (Fig. 4). There is an overlap of clusters, 
especially for clusters one and three. 

Fig. 3. VAT usage results 

Fig. 4. Clustering results using k-means 
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The Hopkins statistic [15] is 0.71. This means that 
the data set does not cluster very well. Objects 7, 13, 17, 
20, 26, 34, 39, 42, 45 should be analysed separately. The 
value of the membership function for these objects is less 
than 0.65. That is why strong differences between objects 
are impossible to find. 

In the next step, several predictors are built. Two 
metrics are considered: root mean square error (RMSE) 
and mean absolute percentage error (MAPE). The results 
are shown in Table 1. 

In the next step, weak predictors will be used for each 
cluster. Instances with an unknown cluster were added to 
the fourth cluster. A total of 4 clusters are taken into 
account. 

A hierarchical predictor is built by first using fuzzy 
k-means to divide the objects into four clusters, as it is 
shown in Figure 4. For each cluster, random forest, linear 
regression, SVM with a radial basis kernel, and SVM 
with a polynomial kernel are applied individually. The 
final prediction is determined by calculating an average 
vote from the results obtained, with the average value 
being selected. 

The prediction accuracy of the hierarchical 
predictor is presented in Table 3. The quality is worse 
than for the entire data set. 

Table 1  

Results of predictors 
Model RMSE MAPE 

Linear regression 6.1097 0.4946 
Regression tree 4.9706 0.4763 
Random forest (500 trees, mtree-3) 3.5604 0.3753 
knn 3.3604 0.3753 
SVM with Radial Basis kernel 3.1946 0.2923 
SVM with Polynomial kernel 2.2621 0.2670 
ANN with 12 units in single hidden 
layer 2.0972 0.2025 

Table 2 

Prediction accuracy for selected traits 
Model RMSE MAPE 

Linear regression 3.9725 0.3240 
Regression tree 4.9706 0.4763 
Random forest (500 trees, mtree-3) 3.5464 0.2730 
knn 3.3464 0.2730 
SVM with Radial Basis kernel 3.0952 0.2386 
SVM with Polynomial kernel 2.2269 0.1766 
ANN with 12 units in single hidden 
layer 2.0598 0.1513 

Table 3 

The predictive accuracy of the proposed predictors 
Model based on whole variables RMSE MAPE 

Hierarchical predictor 1.4012 0.1377 

The analysis with the selected variables is given 
below in Table 2. 

K-fold repeated cross-validation is used to validate 
small data sets. The advantage of this technique is the 
possibility of parallelization. The result is presented in 
Table 4. 

Table 4 

Re-cross-validation of K-crats 
Model based on selected variables RMSE MAPE 
Hierarchical predictor 1.4012 0.1029 
Hierarchical predictor with 
repeated K-fold cross-validation, 
5-fold, repeated 3 times

1.4011 0.1027 

It can be observed that the RMSE for the hierarchical 
predictor database on the entire dataset is only slightly 
higher than for the selected features. On the other hand, 
the prediction accuracy for split clusters is better than the 
best weak predictor Artificial Neural Network (ANN) 
with 12 units in one hidden layer. The accuracy of the 
hierarchical predictor with multiple cross-validation of 
K-folds is not that much higher than that of the non-
cross-validated method.

The obtained results of the study of the proposed 
models for the collected, in general, confirm the 
hypothesis of differences in the accuracy of prediction 
for the entire data set and the conditional space built on 
clustering and feature selection. However, two important 
remarks should be made immediately. Firstly, the 
number of instances in the collected dataset is too small, 
and this hypothesis needs to be validated using a larger 
dataset. Efforts are currently underway to expand the 
dataset. Nonetheless, a similar approach was successfully 
applied in a previous study on a different dataset [15-16], 
yielding the same imputation results. Secondly, the 
authors suggest that the prediction accuracy is likely to 
be significantly influenced by the number of missing 
values. 

The difference between the best weak predictor 
(perceptron) is 1.01 better for individual features (Table 
1 and Table 2). The quality of the developed hierarchical 
predictor for the RMSE metric is 1.47 better than that of 
the best weak predictor. The regression tree shows the 
same result for the entire data set and the selected 
variables. Linear regression shows a 1.53 better RMSE 
for selected objects compared to the entire data set. The 
remaining weak predictors show better results on the 
selected features. 

The choice of function is important not only for 
increasing accuracy. The training time of the hierarchical 
predictor for the selected features is 1.2 times less than 
for the entire data set. 

The proposed method is used for small data sets and 
is similar to [17]. Here, the authors propose to improve 
the RBF-based input doubling method by introducing 
additional elements into the formula for calculating the 
output signal of the method. The accuracy is improved 
by 4% in terms of MAE and RMSE compared to the 
basic method. 

V. СONCLUSION
This article presented the selection of features and bed 

days in hospital forecasting using conditional space and 
developed hierarchical predictors. A dataset of personalized 
medical parameters was collected at a public hospital. This 
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data set was used to predict the number of hospital days. 
The patients underwent clinical treatment for postoperative 
complications in the abdominal cavity. The study showed a 
low pairwise correlation between a huge subset of the 
parameters listed in the data set. However, to improve the 
quality of the predicted model, a proper selection of the 
function was required. 

Data preprocessing improved the quality of the 
analysis. Boruta, regression tree, and correlation were 
used for feature selection. Selection results were formed 
based on strict voting of all feature selectors. Several 
clustering algorithms was used to divide the object into 
separate clusters. This splitting allowed for the 
development of a conditioned space based on time-
dependent data and medical protocol. 

In this work, a hierarchical predictor was developed 
based on a combination of clustering results and four 
weak predictors for each cluster separately. Thus, the 
proposed algorithm showed a higher prediction accuracy 
than the best predictor perceptron. 
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