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Abstract The paper is devoted to the development of 

approaches to the application of parallel algorithms in 
modelling complex dynamic objects. An overview of the 
existing principles of computer modelling based on 
parallel computing procedures is given. It is proposed to 
describe complex dynamic objects in the form of 
macromodels. An algorithm for parallelising 
computations when constructing a nonlinear macromodel 
of a dynamic object with a separate linear part is 
described. An iterative algorithm for constructing a 
macromodel that describes heterogeneous dynamic 
characteristics of an object is formulated. 

Key words: dynamic object, parallel algorithms, 
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1. Introduction 
A significant number of processes taking place in 

various spheres of modern life should be considered as 
complex dynamic objects. They are complex because, 
firstly, the structure of internal relationships that 
determine the essence of the process is complex, and, 
secondly, the process is influenced by a number of 
external factors, the nature of which may vary, as well as 
the degree of their impact. An object is dynamic because 
processes are not constant in time, but change according 
to a certain law. Quite often, this law of change is not 
obvious. Therefore, it is necessary to analyse the activities 
of the object and conduct numerous experiments to 
determine possible scenarios of the object's behaviour. 
Obviously, all this involves the construction of a specific 
model of the object, on which one can experiment. 

Since the mid-1980s, computer modelling has 
become the main direction in modelling complex objects. 
The basis for this has been block- and equation-oriented 
languages of sequential modelling [1, 2], parallel 
computing systems based on SIMD and MIMD 
technologies [3, 4], languages and libraries of parallel 
programming [5, 6], parallel methods and algorithms, and 
parallel modelling technology [7]. 

Computer modelling involves the creation of a 
hardware-software complex that implements mathema-
tical methods and algorithms for constructing and 
simulating the relevant models. Regarding complex 
dynamic objects, this complex must ensure parallel 

computing. In this case, it is necessary to simultaneously 
solve two problems: scientific and theoretical,  software 
and engineering [8]. 

The first of them consists in assessing the 
convergence of calculations, dynamically evaluating the 
computational parameters of various submodels, and 
algorithmically providing a high degree of parallelism. 
The other problem involves the optimal distribution of 
variables between parallel procedures, ensuring data 
exchange between individual computational processes, 
and synchronising parallel computational processes. Only 
the joint solution of these problems, while finding 
appropriate compromises between them, can ensure the 
creation of a high-performance (in terms of convergence 
and time parameters of computing procedures) software 
and hardware complex for the analysis of complex 
dynamic objects. 

The hardware and software complex is implemented 
within the concept of the parallel modelling environment 
(PME) for a complex dynamic object [9]. It assumes that 
the PME consists of three interconnected parts: hardware 
resources (PME-Hardware), system software (System 
Software) and modelling software (Modeling and 
Simulation Software).The modelling software in turn has 
the following components: a dialogue subsystem (to 
ensure interaction with the user), parallel programming 
languages (for the software implementation of parallel 
algorithmic procedures), a programming language 
compiler (for compiling and activating the programme), 
libraries of service functions and methods (to provide 
additional services and implement standard algorithms). 
In particular, the libraries should contain methods that 
implement parallel algorithms. 

However, in spite of the existence of standard 
approaches to implementing parallel procedures, there is 
still a large field of activity for developing our own 
parallel algorithms that allow us to more accurately model 
certain objects. In this article, we will consider a complex 
dynamic object that is described using a certain functional 
model. To build it, we will propose a procedure based on 
a parallel algorithm. 
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2. Macromodel of a dynamic object 
It is quite difficult to describe a complex dynamic 

object using a model that takes into account all the 
structural features of the object. Therefore, such an object 
is described using a functional model or macromodel. In 
this description, the object is presented as a ‘black box’ 
with an unknown internal structure. And the functional 
features of the object characterise the object's reactions 
(output variables) caused by the action of external factors 
(input variables). The advantages of such models are 
described in particular in [10]. It is also important that 
they most fully reflect the dynamic properties of the 
object. For certain types of objects, appropriate methods 
for constructing macromodels have been proposed and 
original software has been developed [11]. 

In general, a macromodel of a dynamic object can be 
represented as follows:  ( ) =  ( ( ), ( ),  ( )),  (1) 

where  ( ) is a vector of output parameters,  ( ) is a 
vector of input parameters,  ( ) is a vector of some 
formal parameters,  ( ) is a vector of the model 
parameters,  (⋅) is some function defining the law of 
output parameters variation. In this formulation, all varia-
bles and parameters are functions of continuous time  . 

Very often, a macromodel of a dynamic object is 
written in the form of discrete state equations with a 
separate linear part      =    +    +  (  ,   )    =      +        (2) 

where    is a vector of the state variables,    is a vector of 
output variables,    is a vector of input variables defined 
at  -th time moment ( = 1,2,3, …);  ,  ,  ,   are 
matrices of the corresponding size with components 
describing parameters of the macromodel,   is some 
nonlinear vector-function. 

To construct the linear part of macromodel (2), there is 
a well-known algorithm from the system theory, the Ho-
Kalman algorithm [10]. This part further performs the role of 
an initial approximation for the construction of the entire 
macromodel (2). The nonlinear part is found by optimization. 
In the case of the bilinear form of macromodel (2), 
optimization procedures are quite well developed [12]. For 
other forms of nonlinearity for the function  (⋅), it is 
necessary to develop our own optimisation algorithms, 
which, in particular, involve the use of parallel computing. 

3. Using parallel procedures in the step-by-step 
construction of a mathematical macromodel  

The construction of complex objects is always 
associated with the need to perform a large number of 
sequential computationally intensive calculations. This 

results in, firstly, high time costs, and, secondly, a sharp 
increase in the probability of calculation errors. 
Therefore, it is logical to search for possible options to 
replace one complex sequential computational procedure 
with a number of simpler, independent procedures that 
would allow obtaining the result within a few stages of 
computation.  

One of the parallelisation methods is partitioning by 
output variables, when independent submodels are built at 
the first stage. Each of them produces a narrowed (at best, 
to one variable) vector of output variables. At the same 
time, all other output variables of the model are 
considered to be input variables at this stage. In this case, 
each of the submodels can be constructed completely 
independently, which allows these submodels to be built 
in parallel. At the next stage, the overall macromodel is 
obtained through arithmetic reformulation. 

Such a procedure does not require significant 
computational resources. And in the case of using equa-
tions in the form of state variables, it is reduced to solving 
a linear system of equations and transforming mathema-
tical expressions. 

For example, we will consider the construction of a 
macromodel in the general form (2) [13]. 

Let us assume that the macro model has  > 1 output 
variables. That is, the vector of output variables has k 
components:  

  = ⎝⎜
⎛ ( ) ( )⋮ ( )⎠⎟

⎞
 (3) 

For each j-th component of the output variable vector 
( = 1,      ), a submodel is constructed assuming that all 
other components of the output variable vector of the 
general macromodel are input for this submodel, given by 

⎩⎪⎨
⎪⎧     ( ) =  ( )  ( ) +  ( )  + ∑  ( , )  ( )       ++ ( )    ,  ( ),  ( ), … ,  (   ),  (   ), … ,  ( )     ( ) =  ( )    ( ) +  ( )    + ∑  ( , )    ( )       

(4) 

where the upper index indicates the submodel number, 
and the matrices  ( , ) і  ( , ) define mutual relations 
between parts of the vector of output variables of the 
general macromodel,  ( ) are corresponding nonlinear 
vector functions of a particular submodel.  
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At the stage of constructing submodels the matrices  ( , ) і  ( , ) are parts of the matrices  ( ) і  ( ) , 
respectively (because elements of vectors  ( ), where 
  = 1, ,  ≠  , are considered to be input variables). 

Based on the second equations of the submodels of 
type (4), a system of equations is created: 

 

⎩⎪⎨
⎪⎧    ( ) =  ( )    ( ) +  ( )    + ∑  ( , )    ( )        ( ) =  ( )    ( ) +  ( )    + ∑  ( , )    ( )       ⋮    ( ) =  ( )    ( ) +  ( )    + ∑  ( , )    ( )      

 (5) 

or: 

   =     +     +     , (6) 
where 

   = ⎝⎜
⎛  ( )  ( )⋮  ( )⎠⎟

⎞
, (7) 

   =   ( ) 0 ( ) ⋱0  ( ) , (8) 

   =   ( ) ( )⋮ ( ) , (9) 

  =
⎝⎜
⎛ 0  ( , )  ( , ) ⋯  ( , ) ( , ) 0  ( , ) ⋯  ( , ) ( , )  ( , ) ⋱ ⋮⋮ ⋮ 0  (   , ) ( , )  ( , ) ⋯  ( ,   ) 0 ⎠⎟

⎞
 (10) 

The solution to the system of equations (6) will be as 
follows: 

   =  1 −           +       (11) 
If we substitute (11) into the first equations of type 

(4) and perform elementary transformations, we obtain a 
general macromodel in the form of (2), which can be used 
to model the corresponding complex object. 

Thus, the construction of a general macromodel of a 
complex object can be divided into two distinct sequential 
stages. At the first stage, submodels are constructed, and 
at the second stage, a general macromodel is created on 

their basis. If at the second stage the computational cost is 
not significant, then at the first stage, when applying 
sequential computational procedures, It is significantly 
higher. Therefore, the use of parallelisation through 
independent construction of submodels of type (4) is a 
rather effective approach.  

 
Application of parallel algorithms for the 

construction of a general macromodel by the 
diacoptic method  

Often, the dynamics of a complex object is not 
homogeneous, when different sections of its dynamic 
characteristics need to be described by different ratios. 
This leads to the problem of creating a general 
macromodel that would describe all such sections. In this 
case, the final form of the general macromodel should be 
constructed in stages. At first, sub- macromodels are 
created, each of which corresponds to a specific section of 
the object's dynamic characteristics, on the basis of which 
a general macromodel is then created. The final version of 
the macromodel requires matching the parameters that are 
common to different submacromodels. This is achieved 
by applying appropriate optimisation procedures. In 
general, this approach is called diacoptic [10].  

The iterative algorithm for creating a general macro 
model using the diacoptic approach is as follows (Fig. 1). 

The following main steps can be highlighted in 
this algorithm [13]. 

1. For each section of the dynamic characteristic of 
a complex object, the objective function for the 
corresponding optimisation problem is constructed. 

2. From the parameters of the general macromodel 
of the object, several groups are formed according to the 
number of constructed goal functions. When forming a 
group, priority is given to those parameters that are most 
relevant to the relevant objective function. The common 
parameters of different groups in subsequent iterations are 
subject to be matched. 

3. Having solved the corresponding optimisation 
problem, the values of the parameters of the 
corresponding submacromodels are found. In this case, 
the parameters agreed upon at a certain iteration are 
considered constant. It is the solution of the set of 
optimisation problems that is subject to solution. It is 
important to note that in many cases, when solving such 
optimisation problems, it is advisable to use adaptive 
algorithms for finding the global minimum [14].  

4. If the parameters of all submacromodels are not 
agreed upon, then their values are considered the next 
approximation for solving the corresponding optimisation 
problems and return to step 3. If the parameters are fully 
agreed upon, the process proceeds to the construction of 
the general macromodel of the object. 
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Fig. 1. Algorithm for creating a general macromodel. 

 
4. Conclusions 
Computer modelling of complex dynamic objects 

requires intensive use of parallel computing procedures. 
In doing so, it is necessary to solve a number of problems, 
namely, to create an appropriate computer system 
architecture, as well as software based on the use of 
parallel algorithms. 

Obviously, the development of parallel algorithms 
also depends on the modelling approach. If a complex 
model is built from a set of several simple submodels, then 
the procedure for building  the model should be divided 
into several independent procedures executed in parallel. 

If the model is to describe different stages of a 
dynamic object's functioning, then parallel algorithms 
should organically fit into iterative procedures aimed at 
matching model parameters for different sections of the 
object's functional characteristics. 
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ЗАСТОСУВАННЯ ТЕХНОЛОГІЇ 
ПАРАЛЕЛЬНИХ ОБЧИСЛЕНЬ ДЛЯ 

МОДЕЛЮВАННЯ СКЛАДНИХ 
ДИНАМІЧНИХ ОБ’ЄКТІВ 

Петро Стахів, Богдан Мельник, Оксана Гоголюк, 
Степан Троханяк 

Стаття присвячена розробці підходів до 
застосування паралельних алгоритмів під час моделю-
вання складних динамічних об‘єктів. Зроблено огляд 
існуючих засад комп’ютерного моделювання, які 
опираються на використанні процедур паралельних 
обчислень. Запропоновано описувати складні динаміч-
ні об’єкти у вигляді макромоделей. Описано алгоритм 
розпраралелення обчислень під час побудови 
нелінійної макромоделі динамічного об’єкту з виділе-
ною лінійною частиною. Сформульовано ітераційний  
алгоритм побудови макромоделі, яка описує 
неоднорідну динамічну характеристику об’єкту. 
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