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OPTIMIZATION OF OBJECT DETECTION IN CLOSED SPACE USING MOBILE ROBOTIC 
SYSTEMS WITH OBSTACLE AVOIDANCE 

Introducing neural network training process modification that uses combination of several datasets to optimize search of

objects and obstacles using mobile robotic systems in a closed space. The study includes an analysis of papers and

existing approaches aiming to solve the problem of object boundary detection and discovers the key features of several neural

network architectures. During research, it was discovered that there is an insufficient amount of data about the effectiveness

of using obstacle detection approaches by mobile robotics systems in a closed space. The presented method is a combination

of a deep neural network-based approach for object boundary recognition and visual data for obstacles in a closed space. The

base for the object detection neural network is a Deeplab model architecture, trained on the NYU Depth Dataset V2 and

ADE20K datasets with extensive data for varying scene types and object categories along with corresponding annotations.

The first one consists exclusively of indoor images with precise masks even for little objects, while the latter contains both

indoor and outdoor images. The paper provides the results of several conducted experiments aiming to estimate the perfor-

mance and feasibility of using the developed system for various tasks with the UNet and Deeplab architectures on different

datasets. The experiments determined that the developed system built utilizing the Deeplab neural network architecture

trained using the combination of ADE20K scene parsing dataset and NYU Depth indoor data dataset reached an accuracy of

86.9 % in multi-object segmentation. The visual results were presented to demonstrate the obstacle detection of various

objects in a closed space and to compare object detection accuracy of several approaches in different situations, like an empty

apartment with random obstacles on the way or a crowded study space at a university. The results show an excellent

distinction between room sides like ceiling and floor, walls and doors, as well as detecting people and pieces of furniture. The

benefits of this study constitute that the proposed neural network training process modification facilitates precise obstacle

detection in a closed space by mobile robotic systems, provides more optimal solution to be used in navigation component

of such systems by gathering information about precise objects outlines and constructing more optimal path to destination,

and is an effective approach to solving the assigned tasks in various environments.

Keywords: image processing, convolutional network, pattern recognition, image segmentation.

Introduction / !EGHJ 
In recent years, the introduction of mobile robotic sys-

tems has been observed in various fields, ranging from indus-

trial automation to service robotics and autonomous vehicles.

Central to the functioning of such systems is their ability to

perceive and interact with the environment, which is often

accompanied by the need to detect objects. Traditional meth-

ods of object detection typically involve defining bounding

boxes around objects of interest in photo or video frames.

While these methods are effective in many scenarios, they

often have trouble accurately defining object boundaries and

handling failures, which are common problems in real-world

environments. As a result, there is a growing interest in using

object segmentation methods to improve the efficiency of ob-

ject detection by mobile robots.

The importance of optimizing object detection for mo-

bile robots is that it directly affects the efficiency, reliabi-

lity, and safety of robotic systems operating in dynamic and

unstructured environments. In industrial environments, ac-

curate object detection is crucial for tasks such as automa-

ted material handling, assembly, and quality control, where

errors or inconsistencies can lead to significant disruptions

and economic losses. In service robotics, including home

care, healthcare, and retail, reliable object detection enables

robots to efficiently assist humans and confidently navigate

complex environments. In addition, in autonomous vehicles

and unmanned aerial vehicles (UAVs), accurate object de-

tection is essential for collision avoidance, route planning,

and situational awareness, ensuring safe and efficient op-

eration in a variety of scenarios.

Despite advances in object detection methods, challen-

ges remain in optimizing the performance of mobile robots,

especially in terms of accuracy, speed, and resource effi-

ciency. Traditional object detection methods often have

trouble accurately detecting small or enclosed objects, dis-

tinguishing between similar objects, and adapting to chan-

ges in lighting conditions or environmental factors. In addi-

tion, the computational and memory requirements of mo-

dern object detection models pose challenges for deploy-

ment on resource-constrained mobile platforms such as ro-

botic drones or autonomous vehicles. By using object seg-

mentation methods and optimizing their integration with

object detection pipelines, researchers and practitioners are

striving to solve these problems and unlock the full poten-
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tial of mobile robots in various fields. Accordingly, optimi-

zation of obstacle recognition in mobile systems is an ur-

gent task of today.

Object of research – the process of object recognition in

a closed environment for autonomous mobile systems.

Subject of research – methods and means of object

recognition with finding the contours of objects in an en-

closed environment for autonomous mobile systems.

The purpose of the research – to increase the efficiency

of object recognition in an enclosed environment for auton-

omous mobile systems with obstacle avoidance by finding

clear boundaries of obstacles.

To achieve this purpose, the following main research

objectives are identified:

Conduct a literature analysis of methods and means of

object recognition.

Choose the optimal architecture of a neural network for

object detection.

Select a data set for training the neural network and de-

velop a model.

Conduct training experiments with different combina-

tions of architectures and datasets.

Evaluate the accuracy of the selected algorithms.

Analysis of recent research and publications. Researc-

hers from various fields are constantly improving approaches

to solving the problems of controlling and navigating robotic

systems. In particular, researchers in the field of computer

networks are working to improve communication with robo-

tic systems [1][2], and specialists in the field of artificial in-

telligence, namely vision, are constantly improving ap-

proaches to solving object recognition problems [3], [4], and

there are several that have been widely used around the

world due to their effectiveness in solving applied problems.

However, all algorithms and models have both strengths and

weaknesses that need to be investigated to determine which

solution is best suited for the task at hand.

DeepLab v3 is a powerful convolutional neural network

(CNN) model designed for semantic image segmentation,

which involves labeling each pixel of an image with a corre-

sponding class. Developed by Chen et al. in 2017 [5],

DeepLab v3 leverages the work of its predecessors, including

advanced convolution and atropy spatial pyramid pooling

(ASPP) modules, to efficiently capture contextual infor-

mation at different scales. The DeepLab v3 architecture con-

sists of a backbone network, typically a pre-trained convolu-

tional network such as ResNet [6], [7] or Xception [8], fol-

lowed by multiple atros convolutional layers and ASPP

modules. These components allow the model to effectively

understand both local and global context, making it very ac-

curate in segmenting objects of different sizes in an image.

In terms of performance, DeepLab v3 demonstrated

high accuracy and efficiency on a variety of sample datasets

as well as in practical applications. It achieved high results

in semantic segmentation tasks, significantly outperforming

previous methods. By using advanced convolution and

ASPP modules, DeepLab v3 can capture fine details and

contextual information, which is crucial for accurate seg-

mentation even in large-scale images. In addition, DeepLab

v3 is capable of efficiently processing high-resolution im-

ages, making it suitable for applications such as autono-

mous driving, satellite image analysis, and medical ima-

ging.

UNet is a widely used convolutional neural network

(CNN) architecture primarily designed for biomedical

image segmentation tasks. Proposed by Ronneberger et al.

in 2015 [9], the UNet architecture consists of a gradually

narrowing path followed by a gradually expanding path.

The narrowing path, reminiscent of a traditional convolu-

tional network architecture, captures contextual information

through a sequence of layers, while the expanding path fa-

cilitates precise localization through scaling operations and

result pooling. This design enables UNet to efficiently seg-

ment objects in images with high accuracy, making it par-

ticularly suited for medical imaging applications where pre-

cise delineation of structures such as organs, tumors, or

cells is critical.

UNet has demonstrated impressive results in a variety of

biomedical image and dataset segmentation tasks [10].

High accuracy is facilitated by its ability to capture both lo-

cal and global contextual information by skipping tapering

and expanding connections between parts. In addition, the

UNet architecture allows for efficient learning even with a

limited amount of annotated data, making it appropriate for

situations where there is a lack of datasets with a high num-

ber of labels. In addition, the UNet architecture is flexible

and can be customized or modified to meet specific seg-

mentation tasks or to accommodate different input data si-

zes and resolutions.

PSPNet (Pyramid Scene Parsing Network) is a deep

learning model designed for semantic image segmentation,

introduced by Zhao et al. in 2017 [11]. One of the key in-

novations of PSPNet is the use of pyramidal pooling mo-

dules that capture contextual information at different scales.

The architecture of PSPNet consists of a backbone convolu-

tional neural network, such as ResNet or VGG, followed by

a pyramidal pooling module. This module divides object

maps into regions of different sizes and aggregates global

contextual information from each region independently. By

incorporating contextual information of different scales,

PSPNet is able to accurately segment objects of different

sizes in an image, making it particularly effective for scene

parsing tasks in computer vision.

PSPNet has achieved strong results on various bench-

mark datasets, outperforming previous methods in terms of

semantic segmentation accuracy [12]. The pyramid fusion

module allows PSPNet to efficiently capture both local and

global context, leading to more accurate segmentation re-

sults even for objects with complex shapes or different

scales. In addition, PSPNet achieves competitive perfor-

mance with relatively fewer parameters compared to other

deep learning models, making it more memory efficient and

suitable for deployment on resource-constrained devices or

real-time applications.

HRNet (High-Resolution Network) is a deep learning

architecture designed for tasks such as human pose estima-

tion and semantic segmentation, introduced by Wang et al.

in 2019 [13]. Unlike traditional convolutional neural net-

works (CNNs), which reduce the sampling of feature maps

to reduce computational costs, HRNet maintains high reso-

lution throughout the network. The HRNet architecture

consists of parallel branches with different resolutions that

simultaneously capture information at different scales.

These branches are interconnected by high-–resolution

connections, enabling the model to capture fine detail as

well as global context. By supporting high resolution,
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HRNet achieves superior performance in tasks requiring

precise localization and detailed feature extraction.

HRNet has demonstrated strong results in a variety of

computer vision tasks, including human pose estimation

[14] and semantic segmentation. The ability to support

high-resolution images allows HRNet to accurately capture

fine details and subtle features in images, resulting in more

accurate predictions. In addition, HRNet achieves competi-

tive performance with relatively fewer parameters com-

pared to other deep learning architectures, making it more

memory efficient and suitable for deployment on resource-

constrained devices or in real-time applications. In addition,

the HRNet architecture is highly flexible and can be

adapted or extended to accommodate different input sizes,

resolutions, and task requirements.

Despite demonstrating good results in solving segmen-

tation problems in the medical field or in the field of self-

driving cars operating on the street, there is a lack of data

on the effectiveness of the reviewed models in mobile ro-

botic systems with obstacle avoidance in enclosed spaces.

Research results and their discussion / 
'KMHNOGPGR STENVSXKYYZ GP [^ T`aTbTcKYYZ 
Choosing a neural network architecture. To evaluate

the accuracy of object recognition, we propose to compare

some of the reviewed architectures, namely UNet and

Deeplab v3.

Although the UNet model was one of the first solutions

in image segmentation, its variants are still used by the sci-

entific community [15] and demonstrate good results in the

field of semantic recognition, particularly in medicine.

UNet uses pass-through connections between short and

long paths, facilitating direct communication between low-

and high-level functions. The collection of information

from all levels looks like this:

[ ]1 2, , , nz x x x= … ,

where xi – information from the i-th level.

This allows the model (Fig. 1) to simultaneously capture

fine details and context, which leads to more accurate seg-

mentation results, especially in scenarios with objects of

different sizes and shapes.

The more modern Deeplab v3 model was introduced

several years ago, and it still demonstrates impressive re-

sults [16] when performing recognition in various condi-

tions, including in the medical field. Thanks to the use of

atropic convolution modules [17] (Fig. 2) and bilinear in-

terpolation, as well as atropic spatial pyramid pooling

(ASPP), DeepLab v3 allows for efficient collection of con-

text information at different scales. Atros convolutions are

calculated by the formula:

[ ] [ ] [ ]
1

K

k

y i x i r k w k
=

= + × ×å ,

where y – input signal; x – output signal; w – filter weights;

r – expansion rate coefficient.

This allows the model to take into account both local

and global context when predicting segmentation. DeepLab

v3 is capable of creating high-resolution segmentation mas-

ks, which allows you to accurately delineate object bounda-

ries and fine details in segmented areas. This is especially

useful for tasks where precise localization and detailed

segmentation are essential, such as medical image analysis

and satellite image interpretation.

Dataset selection. The study uses two datasets for seg-

mentation: NYU Depth Dataset V2 and ADE20K. These

datasets offer a large number of annotations for a variety of

scenes and object categories, and are valuable resources for

further research in semantic segmentation and related

fields.

The NYU Depth Dataset V2 is a widely used dataset for

understanding indoor scenes and depth estimation. It was

created by Nathan Silberman et al. at New York University

[18]. This dataset consists of RGB-D images acquired from

various indoor scenes including offices, living rooms,

kitchens, bedrooms, and bathrooms. The ADE20K dataset

is a large–scale scene parsing dataset designed for semantic

segmentation tasks. Developed by B. Zhou et al. at the

Massachusetts Institute of Technology [19], ADE20K con-

tains a variety of scenes from both indoor and outdoor envi-

ronments, including city streets, natural landscapes, and in-

door spaces. The dataset consists of more than 20 thousand

high-resolution images with pixel annotations for more than

150 categories of objects, such as people, animals, vehicles,

buildings, and natural elements.

In general, the choice between these datasets depends

on the specific requirements of the segmentation task, such

as the application, scene complexity, and availability of

depth information. Therefore, in this study, we conducted

experiments using both datasets.

Description of the performed experiments. The aim

of the experiments was to achieve high recognition accura-

cy after training neural network with certain data. After

training UNet architecture with data from NYU Depth da-

taset with different configurations of training parameters,

the accuracy of 71 % was achieved. To further improve the

accuracy of system, we used another architecture Deeplab

v3 and used a combination of two datasets. Firstly we

trained the model using ADE20K dataset that has a big va-

riety of images of different themes, both indoor scenes and

outdoor landscapes, therefore teaching the model how to

distinguish between different objects. After that we pro-

ceeded with tuning the model with domain-specific data of

detailed indoor interiors provided by NYU Depth dataset,

therefore improving model’s understanding of the indoor

objects and obstacles.

The recognition accuracy was tested on different images

that reproduce the use of mobile robotic systems in diffe-

rent conditions – both in the absence of obstacles ahead and

with obstacles of different types.

During the experiments, we compared the accuracy

(Tab. 1) of three approaches: determining inaccurate boun-

daries (bounding boxes) of image objects using the SSD

classifier, and determining accurate boundaries (segmented

object masks) using the UNet and Deeplab models.

When used in a residential environment, the robotic sys-

tem must be able to find and avoid objects that are atypical

for this environment and that were left behind by residents

(Fig. 3).

In this case, the SSD classifier accurately detected the

position of two boxes in the foreground, identifying them as

suitcases, and the guitar behind them. Segmentation models

also detected one of the boxes, but had some difficulty with

the second one.
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Fig. 1. Block diagram of the UNet model operation algorithm /

q6%3-+'"2< <64%.:-2) .%;%-: 2%A"60 Unet

Fig. 2. Block diagram of the Deeplab model operation algorithm /

q6%3-+'"2< <64%.:-2) .%;%-: 2%A"60 Deeplab

Developing a mobile robotic system for use in a single

type of enclosed environment (a residential dwelling) is

impractical, so it is worth checking the correctness of the

developed systems in other types of environments with a

large number of obstacles, such as a university classroom

(Fig. 4).

The corridor may not always be completely empty,

so it is necessary to check how the developed systems react

to various obstacles, such as a suddenly opened door

(Fig. 5).

A frequent case is the presence of a person who wants

to interact with the robotic system in some way or acci-

dentally gets into the robot’s field of vision (Fig. 6).

Another typical obstacle in the classroom is student fur-

niture, so the robotic system must not only be able to find it

in front of it, but also understand whether it is obstructing

further movement (Fig. 7).

Discussion of the research results. Comparing our re-
sults with those of [2, 5, 10, 13], we can conclude that the
developed object recognition method improves the efficien-
cy of object search.

Despite the high accuracy of image contour recognition at
82.9 % due to the use of the SSD classification model [4], the
stated solution is not able to determine the exact boundaries
of the found objects, and also does not provide information
about the main obstacles of the closed environment (e.g.,
walls), and therefore is not optimal for the task.

In [7], the authors applied label smoothing and layer
weight attenuation to improve model generalization, but the
accuracy of 86.6 % is inferior to our result.

Tab. 1. Results of models training / M"8)6?-<-: -."5)9<55D 2%A"6">

Acrhitecture Dataset Accuracy (mIoU), %

UNet NYU Depth 71.4

Deeplab v3 ADE20K + NYU Depth 86.9
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Fig. 3. Recognizing obstacles in the corridor using: a – SSD classifier; b – UNET segmentation; c – Deeplab segmentation /

M%8$085<9<55D $"."G3%A ) 3%.:A%.0 8< A%$%2%4%@: < – 36<+:F03<-%.< SSD; ; – +"42"5-<I0J UNET; 9 – +"42"5-<I0J Deeplab

Fig. 4. Recognition in the empty corridor of ACS department using: a – SSD classifier; b – UNET segmentation;

c – Deeplab segmentation / M%8$085<9<55D $)+-%4% 3%.:A%.) 3<F"A.: faY 8< A%$%2%4%@:

< – 36<+:F03<-%.< SSD; ; – +"42"5-<I0J UNET; 9 – +"42"5-<I0J Deeplab

Fig. 5. Recognizing obstacles in the corridor of ACS department using: a – SSD classifier; b – UNET segmentation;

c – Deeplab segmentation / M%8$085<9<55D $"."G3%A: 9 3%.:A%.0 3<F"A.: faY 8< A%$%2%4%@:

< – 36<+:F03<-%.< SSD; ; – +"42"5-<I0J UNET; 9 – +"42"5-<I0J Deeplab
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Fig. 6. Recognizing people in the corridor of ACS department using: a – SSD classifier; b – UNET segmentation;

c – Deeplab segmentation / M%8$085<9<55D 6@A:5: 9 3%.:A%.0 3<F"A.: faY 8< A%$%2%4%@:

< – 36<+:F03<-%.< SSD; ; – +"42"5-<I0J UNET; 9 – +"42"5-<I0J Deeplab

Fig 7. Recognizing furniture in the ACS department using: a – SSD classifier; b – UNET segmentation; c – Deeplab segmentation / 

M%8$085<9<55D 2";609 5< 3<F"A.0 faY 8< A%$%2%4%@: < – 36<+:F03<-%.< SSD; ; – +"42"5-<I0J UNET; 9 – +"42"5-<I0J Deeplab

The authors of [12] used new approaches to train recog-
nition models for autonomous vehicles on several datasets
simultaneously, but due to the large amount of data for
training, they obtained low recognition accuracy.

The use of tripling the internal architecture of the UNet
model presented in [15], although it complicated the inter-
nal structure of the model, gave a significant increase in ac-
curacy, which allowed the accuracy rate of 86.5 % to al-
most equal our result.

Thus, based on the results of the work performed, we
can formulate the following scientific novelty and practical
significance of the research results.

Scientific novelty of the obtained research results – that
the training process of indoor object recognition using neu-
ral networks has been modified by introducing two-phased
training involving pre-training using more general data
from one dataset and post-training with more specific task-
related data from another dataset that results in improving
object detection accuracy in indoor space.

Practical significance of the research results – that the
improved method of object recognition can be used in ro-
botic assistants systems in various indoor conditions for so-
cial purposes like assisting people in need with finding or
moving things, as well as in auxiliary robots in manufactu-
ring processes.

Conclusions / !REYTbeR 
As a result of the work performed, the existing software

solutions for solving the problem of finding the exact

boundaries of an object in an image were investigated, and

existing approaches to the design and construction of neural

networks for object boundary recognition were analyzed. A

comparative characterization of the known models for ob-

ject boundary recognition, namely UNet, PSPNet, HRNet,

and Deeplab, is carried out, and experiments are conducted

to determine the qualitative characteristics of the proposed

models.

To ensure the quality of the model, the NYU Depth Da-

taset and ADE20K datasets, which contain a large number

of images of the closed environment, were chosen for trai-

ning. The method of object recognition using neural net-

works has been improved by introducing two-phased trai-

ning of the neural network to obtain accurate boundaries of

indoor objects in the image, namely by pre-training using

more general data from one dataset and post-training with

more specific task-related indoor scenes data from another

dataset that results in improving object detection accuracy.

To determine the efficiency of the system, experiments

were conducted on the NYU Depth Dataset and ADE20K
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datasets, and the object recognition accuracy was achieved

at 87 %. The system is able to recognize typical objects and

objects found in an indoor environment, such as walls, cei-

lings, floors, furniture, foreign objects, etc.

An example of a situation where the solution can be

useful is in the field of auxiliary robots. Such a system can

be an assistant, helping a person navigate the building and

help them find the things they need. The developed system

can also perform tasks and work autonomously, move inde-

pendently in an enclosed environment, and automatically

avoid obstacles ahead.
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