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Among the difficult problems in mathematics is the problem of solving partial differential
equations (PDEs). To date, there is no technique or method capable of solving all PDEs
despite the large number of effective methods proposed. One finds in the literature, nu-
merical methods such as the methods of finite differences, finite elements, finite volumes
and their variants, semi-analytical methods such as the Variational Iterative Method, New
Iterative Method and others. In recent years, we have witnessed the introduction of neural
networks in solving PDEs. In this work, we will propose an adaptation of the method of
embedding some physical laws into neural networks for solving Burgers—Huxley equation
and revealing the dynamic behavior of the equation directly from spatio-temporal data.
We will combine our technique with the Residual-based Adaptive Refinement method
to improve its accuracy. We will give a comparison of the proposed method with those
obtained by the New Iterative Method.

Keywords: deep learning; physics-informed neural networks; generalized Burgers—Huxley
equation; residual-based adaptive refinement.
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1. Introduction

In this work, we studied the generalized Burgers—Huxley equation. It was first introduced thanks to
the works of Bateman [1,2]|, Burgers [3] for the Burgers equation and Hodgkin and Huxley [4] for the
Huxley equation. The generalized non-linear partial differential Burgers—Huxley equation is given by:

ou eau 82u o 0 0
E‘*‘MU %—W—fu(l—u)(u —-I), (1)

for all z € [0,1] and ¢ € [0, 7], with the given boundary conditions:

u(0,t) = [£+gtanh [—0F< Tn (1+9—T)(p—u)>tH1/9’

2 140 2(1+0) (2)
1) = [E 4 Diann [or (12 {2 - 040 -Dle=p], v
e PR R 1+6 2(1 + 0) ’
and initial condition:
r r 1/6
u(z,0) = [5 +3 tanh(afw)} . (3)

The exact solution is given by [5]:
r . T Tu  (L+0-T)(p—p) o
u(:n,t):[§+§tanh[af<x—{l+9— S0+ 0) }t>” , (4)

In above equations, T' > 0, p € R is the advection coefficient, £ > 0 is the reaction coefficient, I" € (0,1),
0>0,0=0(p—p)/41+0)and p=+/u?>+4E(1+90).

The Burgers—Huxley equation is used to model the complex interplay between various physical phe-
nomena, such as reaction mechanisms, diffusion transport and convection effects. It finds its application
in various fields such as biology, chemistry, combustion, mathematics and engineering [6].
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Due to its wide applications, the researchers applied many numerical methods to approximate the
solution such as finite difference method [7|. Others used semi-analytical methods such as the New
Iterative Method (NIM) [5], the Variational Iteration Method (VIM) [8], the Adomian Decomposition
Method (ADM) [9] and the differential transform method (DTM) [10].

Over the last few decades, neural networks have been achieving spectacular success in many ma-
chine learning fields such as speech recognition [11], image recognition [12,13] and natural language
processing [14]. Physics-informed neural networks (PINNs) have been used to solve forward and in-
verse differential problems. Unlike classical numerical schemes for solving partial differential equations,
PINNSs are non-data-driven and mesh free models that satisfy the given initial and boundary conditions
as well as the governing PDE. Many authors has used this approach in order to solve stiff PDEs like
the Burgers—Huxley equation [15-17].

In the current work, we will evaluate the performance of PINN in solving Generalized Burgers—
Huxley equation and compare it with the performance of the New Iterative Method. The structure of
this paper is as follows: an explanation of the PINN methodology will be presented in Section 2. In
Section 3, the performances of the PINN in solving four Burgers-Huxley problems will be investigated.
Conclusions are presented in Section 4.

2. Methodology

In this section, we will discussed the PINNs methodology for solving partial differential equations
and we will also present briefly the residual-based adaptive refinement method to improve the PINNs
accuracy.

2.1. Deep neural networks (DNN)

In the PINN framework, the training model is based on a fully connected neural network (FCNN)
parameterized by a set of parameters 6.
The network consists of an input layer, an output layer and n hidden layers. Each of these hidden

layer takes X = [z1,22,...,%;] as an input and outputs Y = [y1,¥a,...,y;] through a nonlinear
differentiable activation function o(-) such as:
y; = o(wix; +b;) 1<i<n, (5)

where trainable hyperparameters w; and b; represent the weight and bias of the ith layer of the neural
network that will be updated during the training phase.

2.2. Physics-informed neural networks

Physics-informed neural networks [18] are deep neural networks trained to solve forward and inverse
differential problems while respecting the physical laws given by the PDE. They solve PDEs expressed
in the given form:

D(u(z,t);\) = f(z,t) z€QCRY t€[0,T), T >0,

u(z,0) = g(x), (6)

u(z,t) = h(z,t) x € 0N.
Here, u represents the unknown solution of the PDE, D represents the non-linear differential operator,
g and h represent the initial and boundary functions and A are the parameters related to the physics.

In this case, the PINN must learn to approximate the solution of the PDE through finding the

hyperparameters 6 defining the network by minimizing a weighted loss function given by [19]:

Loss(0,T) = wp Lossp(0,Tq) + wpe Losspe(0, Tre) + wze Lossze(0, Tic), (7)
where: 1
Lossp(0,Ta) = = »_ |Dlag(z,t);)) = f(z,0)]3, (®)
’7;[’( t)eT4
x, d
1 N
Losspe(0,Toe) = == > llig(w,t) — h(z, 03, (9)
mcl( t)ET,
x, be
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1 .

‘COSSIC(&,EC) =17 Z HUG(‘%?O) - g(‘r)H%7 (10)

|Ticl =

x€7lc
in which Lossp represents the residual of the governing PDE, Losspe is the residual of the boundary
conditions and Losszc is the residual of the initial condition. 7y is the set of points inside the domain
Q, Tpe is the set of points on the boundary 92 and 7, is the set of initial points. wp, wpe and wze

represent the weighting coefficients of Lossp, Losspe and Lossze respectively.

Fig. 1. Solving the Burgers-Huxley equation with PINN.

2.3. Residual-based adaptive refinement
In general, PINNs residual points 7; are randomly distributed in the domain €2, therefore the authors
in [20] introduced the Residual-based Adaptive Refinement (RAR) method for improving the distribu-
tion of training residual points and consequently improving the accuracy and training efficiency of the
PINN. The main idea of the RAR method is to adaptively add more residual points in the locations
where the PDE residual is large during the training of the network.

The RAR method works as follows: we first start by training our PINN on the training set 7 for
a certain number of iterations. Then we compute the PDE residual at random points in the domain.
We then start adding m new points to the training set where the residual is the largest. We repeat
those steps for a number n of iterations.

3. Results and discussions

We test the efficiency of our PINN on four different cases. We implemented our PINN using Google
Collaboratory notebooks https://colab.research.google.com/7hl=fr on its GPU T4. We sam-
ple the training points using the Latin Hypercube Sampling (LHS) and we choose “tanh(-)” as the
activation function for the four cases.

Case 1. We choose, in this case, p = —1 and £ =1' =0 = 1. We choose 2000 training residual points
inside the domain, and 500 training points sampled on its boundary and 800 initial residual points for
the initial conditions. We use a FCNN of depth 4 (i.e., 3 hidden layers) with 50 neurons on each layer,
we trained our NN with 30000 iterations using the optimizer Adam then we continue to train our NN
using the optimizer L-BFGS to achieve a smaller loss. We present the results obtained by our network
in Table 1. The exact and the predicted solution were plotted using our PINN. As shown in Figure 2,
our proposed framework produced good predictions.

To test the ability of the RAR method in improving the accuracy of PINN, we compare the absolute
errors of our PINN before and after 10 iterations of RAR. The results are presented in Table 2. It can
be observed that after using the RAR method, the errors has decreased which shows its efficiency.
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Table 1. Absolute errors for case 1 using PINN solution.

T t | Exact value | Predicted value | Absolute error
0.1 | 1| 0.31002552 0.31004667 2.11596x10~°
2 | 0.17508627 0.17506838 1.78962x10°
3| 0.09112296 0.09109049 3.24696x10~°
4 | 0.04521747 0.04525789 4.04194x1075
5| 0.02188127 0.02182179 5.94798x 1075
0.3 | 1 | 0.28905050 0.28906330 1.28149x107°
2 | 0.16110895 0.16109467 1.42902x 1075
3 | 0.08317270 0.08314499 2.77161x107°
4 | 0.04109128 0.04112641 3.51294x107°
51 0.01984031 0.01980489 3.54219x10~°
09 | 1] 0.23147522 0.23148110 5.88595x10~°
2 | 0.12455336 0.12454838 4.97698x1076
3 | 0.06297336 0.06296322 1.01327x107°
4 | 0.03076886 0.03079020 2.13421x107°
5| 0.01477403 0.01474961 2.44211x107°

05 - | 05

a (Predicted solution) b (Exact solution)

Fig. 2. Predicted and exact solution for case 1.

Case 2. For this case, we have p = ¢ = 1, ' = 0.001 and 6 = 1. We choose 20000 training residual
points sampled inside the domain, and 1500 training points sampled on the boundary. We also include
1800 initial residual points for the initial conditions. We use a FCNN of depth 4 (i.e., 3 hidden layers)
with 123 neurons on each layer, we trained our NN with 15000 iterations using Adam then we continue
to train the NN using the optimizer L-BFGS to achieve a smaller loss. Next, we improve the accuracy
of our network by using the RAR method for 20 iterations. In Table 3, a comparison between our
PINN and the NIM method [5] is given. From the table, it is noticed that our method gives accurate
solutions in comparison to the New Iterative Method.

Case 3. In this case, we choose p = & =1, I' = 0.01 and # = 2. We choose 30000 training points
inside the domain, 1500 training points sampled on its boundary and 1500 initial residual points for
the initial conditions. We use a FCNN of depth 4 with 128 neurons on each layer, we trained our
network for 15000 iterations using Adam then we train our network using -BFGS in order to acheive
a smaller loss. In Table 4, we compare our PINN with the NIM method [5]. From the comparison it
is observed that proposed technique produced accurate solution.

Case 4. We choose the same values as case 3 but with § = 4. We implemented the same NN used
in case 3. The results obtained with our model are compared with the NIM method [5] in Table 5.
According to these results, the accuracy of the PINN solution is comparable to that of the NIM solution.
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Table 2. Absolute errors for case 1 before and after using RAR method.

xT

Absolute error before RAR

Absolute error after RAR

0.1

2.11596x10~°
1.78962x107°
3.24696x10~°
4.04194x107°
5.94798x10~°

1.12653x107°
1.59442x 106
3.21120x 1076
1.37091x107°
2.60230x107°

0.3

1.28149x107°
1.42902x107°
2.77161x107°
3.51294x107°
3.54219x10~°

1.00732x107°
2.19047x 1076
1.63913x 107
9.97633x 1076
2.36239x107°

0.5

7.62939%x10F
1.04457x107°
2.16365x107°
3.03574x107°
2.14968x107°

1.11461x107°
4.30644x1076
3.65823x 1076
6.06850x 1076
2.24095x107°

0.9

CU R W N O R WN O WN O WD o

5.88595x10~°
4.97698 x 1076
1.01327x107°
2.13421x107°
2.44211x107°

1.90884x107°
6.02752x 1076
1.25393x107°
7.78586x 107
2.51625x107°

Table 3. Absolute errors for case 2 using PINN and NIM solutions.

x t Our PINN NIM [5]
0.1 | 0.05 | 1.74622x10710 | 1.87405x10~%
0.1 5.12227x1072 | 3.74811x1078
1 4.48781x1078 | 3.74811x10~7
0.5 | 0.05 | 7.56699x10~7 | 1.87405x10~%
0.1 5.47152x1072 | 3.74811x1078
1 9.03382x10~8 | 3.74811x10~7
0.9 | 0.05 | 2.85217x10~8 | 1.87405x10~%
0.1 2.78814x1078 | 3.74811x1078
1 8.95815x10~8 | 3.74811x10~7

Table 4. Absolute errors for case 3 using PINN and Table 5. Absolute errors for case 4 using PINN and

NIM solutions.

NIM solutions.

Our PINN

NIM [5]

0.1

0.1
0.2
0.3
0.4
0.5

2.19047x 1076
7.39097x107°
1.52140x 1075
2.13459%x107°
2.58684x107°

5.51552x 107>
1.10340x 1074
1.65525%x 1074
2.2070x10~4
2.75945x 104

0.3

0.1
0.2
0.3
0.4
0.5

2.47210x10~°
3.52114x10~°
4.39211x107°
5.09247x107°
5.63114x107°

5.51380x10~°
1.10291x 104
1.65455x 1074
2.20632x10~4
2.75830x 104

0.5

0.1
0.2
0.3
0.4
0.5

3.38554x10~°
4.45619x10~°
5.34951x107°
6.07296x10~°
6.63548x107°

5.51131x10~°
1.10244x 104
1.65400x10~*
2.20541x10~4
2.75714x10~%

Our PINN

NIM [5]

0.1 0.1 2.17854x10~°
0.2 | 7.80820x10~¢
0.3 | 3.51071x107°
0.4 | 5.99026x107°
0.5 | 8.20457x107°

2.17787x10~4
4.35691x10~4
6.53717x 1074
8.71833x 104
1.09050% 103

0.3]0.1]9.10162x107°
0.2 | 1.21890x10~4
0.3 | 1.50350x10~4
0.4 | 1.76250x10~*
0.5 | 1.99380x10~*

2.17548x10~4
4.35228x 104
6.53010x10~*
8.70915x10~*
1.08891x 1073

0.5 0.1 | 1.29700x10~ 7%
0.2 | 1.60370x10~4
0.3 | 1.88650x10~*
0.4 | 2.14310x10~ 4
0.5 | 2.37260x10~*

2.17320x10~1
4.34745%10~4
6.52311x10~4
8.69963x 104
1.08755x1073
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4. Conclusions

In this study, we test the efficiency of PINNs in solving the nonlinear Burgers—Huxley equation. Four
cases of the equation were investigated using the proposed framework. In the two first cases, we apply
the RAR method to our PINN to improve its accuracy.

We compared the results obtained by PINN with those obtained by the NIM method [5]. It was
found that the solutions predicted by PINN are very accurate and better than those of NIM.

For future work, we will compare the performance of PINN with other neural network techniques,
such as Recurrent Neural Networks (RNN).
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BGy,D,OByBaHHﬂ hisnuHux 3aKoHIB y rMNBOKY HEPOHHY Mepexy A1
po3B’si3yBaHHA y3arasnbHeHoro pisHsiHHA Broprepca-lakcni

Xapipi I.1, Pagin A.l, Podip K.?

LLMFA, FSAC, Yuisepcumem Xacana II Kacabaarwu
2LASTI, ENSAK, Ynisepcumem Cyamana Mynas Crimana

o ckIanHux 337189 MaTEMATHKI HAJIEXKUTD 33/1a49a PO3B’A3yBaHHs JIudepeniaIbHuX PiB-
HsHb i3 gacturEnME noxigauMmu (PDE). Ha choromnimmuiii 1eHpb He icHye TexHIKM 4u Me-
Toy, 3maTHOrO po3B’a3aru Bci PDE, Hespakaroum Ha BeJIMKY KiTbKICTh 3aIIPOITOHOBAHUX
edeKTUBHUX METOIiB. Y JiTepaTypi MOXKHA 3HAWTH YHCEJbHI METOIM, TaKi SK METOIHN
CKIHYEHHUX DI3HWIb, CKIHUEHHUX €JIEMEHTIB, CKiHYeHHnX 00’eMiB Ta iX BapianTw, Hami-
BaHAJITUYHI METOJIM, TaKi K BapialiiHuil iTepaTUBHUI METOJ, HOBUIl iTepaTUBHUNI Me-
Toj Ta immii. B ocTraHHI pOKM MM CTa/ M CBiIKAMU BIPOBA/XKEHHsI HEHPOHHUX MeEpPeXkK Yy
poss’a3yBanai PDE. VY 1iit po6oTi mpomoHyeMo ajanTaliiio MeToay BOYJIOBYBaHHS Jesi-
KuxX (pi3UIHUX 3aKOHIB y HEMPOHHI MepexKi st po3B’s3aHus piBHsHHS Broprepca—lakcii
Ta BUSBJICHHS JUHAMIYHOI TOBEJIHKU PIBHAHHS OE3IOCEPEIHBO 3 TPOCTOPOBO-IACOBUX 1A~
nux. [loegHyeMo 3amIpONIOHOBAHY TEXHIKY 3 METOJOM aJIAIITUBHOIO YTOYHEHHS HAa OCHOBIL
HEB'SI30K, 1100 MiIBUINUATH Horo To4HicTh. HaBeeHo nopiBHAHHS 3aIIPOIIOHOBAHOIO METOLY
3 OTPUMAHUMH 34 JIOIIOMOI'0I0 HOBOT'O iT€PAIifHOIO MEeTO/Iy.

Knw4osi cnosa: 2auboke nasuarhs; Giaurmi HetPoHHi MEPENCE; Y3a2aN0HEHE PIBHAMHA
Biopeepca—Xaxcai; adanmusne ymouwHeHHA HA OCHOBE 3AAUUKIS.
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