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School truancy is a significant problem that affects the educational environment and stu-
dent achievement. This article presents a project to develop an automated absence de-
tection system for classrooms using Haar Cascade and Local Binary Patterns Histogram
(LBHP) techniques. The study begins by collecting a large dataset of classroom images,
including various lighting scenarios and conditions. Haar Cascade is used to detect human
faces in images, followed by LBHP feature extraction for each detected face. Experimental
results demonstrate the effectiveness of the proposed system, achieving a high accuracy
rate. This project contributes to the field of educational technology by providing a prac-
tical solution for monitoring classroom attendance. The integration of Haar Cascade and
LBHP techniques provides robust and efficient performance in absence detection.
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1. Introduction

School attendance plays a pivotal role in the educational process, exerting a direct influence on the
learning environment and academic achievements [1–4]. The maintenance of precise attendance records
is crucial, serving not only to monitor student progress but also to guarantee their safety and identify
potential issues or concerns [5–8]. Traditional manual methods for tracking attendance can prove to
be both time-consuming and error-prone. As educational institutions grow in size and complexity, the
need for efficient and reliable classroom absence detection becomes increasingly apparent. Hence, there
is a pressing necessity to explore automated solutions that not only streamline the attendance-taking
process but also enhance its accuracy and effectiveness. Automated systems, such as the one proposed
in this article, contribute to creating a more secure and conducive learning environment by addressing
the limitations associated with manual methods [9, 10].

In recent years, computer vision methodologies have demonstrated significant promise across diverse
domains, encompassing applications like object recognition and detection [11–13]. Capitalizing on the
capabilities of these techniques, the objective of this investigation is to create an automated absence
detection system for classrooms by employing a synergistic approach involving Haar Cascade and Local
Binary Patterns (LBP) [14–17]. Haar Cascade [4], a popular object detection algorithm, is known for
its effectiveness in detecting objects based on specific features [18, 19]. LBP, on the other hand, is a
texture analysis technique that captures local patterns in images [20–22].

In the following sections, the methodology employed for data collection will be discussed, alongside
the implementation details of the absence detection system, the evaluation parameters utilized, and
the results of the experimental evaluations. Additionally, the potential implications of this research
will be highlighted, and suggestions for future improvements to refine and expand the capabilities of
the automated absence detection system will be proposed.
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2. Related works

Facial recognition, a biometric technology, uses mathematical techniques to extract facial features and
record them as facial fingerprints for unique identification [23]. This technology, which has become
widely used in various applications, including security systems and mobile platforms, works by compar-
ing selected facial features with a database of faces [24]. Despite its lower accuracy compared to other
biometric technologies, facial recognition is favored for its contactless and non-invasive process [24]. It
has also been criticized for ethical concerns, but its use in airports has been shown to improve security
and efficiency [24]. The technology has been further analyzed for its effectiveness and weaknesses,
with potential applications in India [25]. Facial recognition technology can be classified into two dif-
ferent categories. On one hand, there are facial imaging techniques that focus on general structural
features and are applied to the entire facial image or specific parts. On the other hand, there are also
feature-based techniques that use geometric aspects of the face, such as the mouth, eyes, and eyebrows,
and the geometric relationships between these elements [26]. Currently, facial recognition is used for
various purposes, such as managing student attendance in universities [27]. The goal is to improve
attendance recording systems by reducing errors associated with manual processes while providing a
reliable attendance tracking system. Additionally, the technology makes it possible to regularly report
absenteeism while preventing cases of false attendance, thereby improving privacy and security [28].

A range of studies have explored the use of Haar cascade classifiers for face recognition. Safiul-
lina evaluated four types of Haar cascade classifiers and recommended haarcascade_frontalface_alt

and haarcascade_frontalface_alt2 for biometric systems [29]. In [30], the authors emphasized the
efficient use of resources and high efficiency in their applications of Haar cascade classifiers for face
recognition.

The integration of Haar Cascade and Local Binary Pattern Histogram in various applications has
shown promising results. Mactal demonstrated the system’s potential in smart attendance and intruder
detection [31], while [32] achieved a high accuracy level in a door locking system. In [33], Al-Aidid
further highlighted the system’s ability to differentiate human faces from other objects and recognize
faces from a database. In [34], Kumar expanded the system’s application to a real-time web-based
face recognition system for student attendance, emphasizing its precision and real-time performance.
These studies collectively underscore the effectiveness of the Haar Cascade and Local Binary Pattern
Histogram integration in presence detection.

In [35], Budiman et al. conducted a comparative analysis of algorithms suitable for academic envi-
ronments, specifically focusing on CNN and LBPH. The findings revealed that, in contrast to LBPH,
CNN exhibited superior accuracy and maintained a more stable performance even in the presence of
external factors that could potentially impact accuracy.

In [36], Tej Chinimilli et al. concentrated on the development of facial recognition-based absence
systems with the aim of reducing false positive rates. The system incorporated confidence thresholds
based on Euclidean distance to enhance stranger recognition and image preservation accuracy. Face
detection employed the Haar cascade method, while face recognition utilized the LBPH algorithm as
part of an automated attendance management system. They also created a user-friendly graphical
interface for image acquisition, dataset formation, and system integration. Consequently, the student
facial recognition rate reached 77%, with a false positive rate of 28%. The success rate for facial
recognition of an unknown person was nearly 66%, irrespective of threshold application. False positive
rates with and without threshold application were 14% and 30%, respectively.

3. The proposed approach and methodology

Face detection and recognition, integral to machine learning, involve the extraction and analysis of
features from the human body, as illustrated in Figure 1. These features are then compared with test
images to either identify specific individuals or ensure their anonymity. This rapidly advancing identi-
fication technology, surpassing the reliability of the human eye, employs machine learning algorithms
within facial recognition systems capable of discerning faces in both simple images and videos. While
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certain algorithms specialize in high- or low-resolution images, current research emphasizes captur-
ing various frontal views of faces under different angles and lighting conditions. Despite algorithmic
diversity, there exists a shared architectural framework and procedural workflow among these systems.
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Fig. 1. Facial recognition system architecture.

As seen in Figure 2 the facial recognition process involves several key steps to accurately identify
and verify individuals in images or videos. Initially, the facial recognition system undertakes data
preparation, wherein it collects representative images covering various lighting conditions, angles, and
facial expressions. The collected data is then preprocessed by resizing images, converting them to
grayscale, and employing normalization techniques to enhance quality and consistency. Additionally,
the data is labeled to associate each face with a corresponding identifier, facilitating model training.
Subsequently, face detection becomes crucial, marking the initial phase of automatic face recognition.
Specific algorithms, such as “Haar” and the LBHP classifier, are employed to identify and localize faces
in real-time video streams. These algorithms analyze distinctive features like general shape, eyes, nose,
and face to detect and frame faces within each frame of the video stream.
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Fig. 2. Facial recognition steps.

Feature extraction follows face detection, where key information
distinguishing individuals is obtained from recognized faces. This
step involves analyzing facial regions, including eyes, nose, mouth,
as well as features like facial shape and skin structure. The precise
location of key facial features, such as eyes, nose, and mouth, is
crucial for normalization in global matching methods like eigenfaces
and Fisherfaces.

Face classification is a pivotal step, where labels or identifiers
are assigned to detected faces based on the extracted facial features.
This information is then input into a classification algorithm. Facial
recognition identification, the final step, associates the recognized
face with a specific person. Utilizing machine learning techniques
and pre-trained models, the system compares detected faces with those stored in the database, employ-
ing mathematical calculations like Euclidean distance and maximum likelihood. Confidence thresholds
aid in making decisions about corresponding identities, answering the question “Who does this face
belong to?” and determining the most likely identity associated with the detected face.

Comparison of these features with test images aids in identifying individuals or preventing mu-
tual recognition. The utilization of cubes and variable parameters in face detection and recognition
accommodates factors such as lighting, diverse poses, facial expressions, and poor-quality input im-
ages. Facial recognition systems exhibit varied perspectives, with some projects concentrating solely on
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high-resolution images and others on low resolution. Notably, recent research has focused on capturing
different frontal views of images from diverse angles and lighting conditions. The following sections
delineate the methodology for data collection, implementation details of the absence detection system,
the evaluation parameters employed, and the results of the experimental assessment.

Capture images from PC
camera

Facial recognition

Convert images to
grayscale

Implementation of LBHP
to identity people

Face detection

Image size
normalization

LBHP

Haar Cascade

Face
detected?

No

Yes

Fig. 3. The proposed approach architecture.

Moreover, the study underscores the potential impact of automatic absence detection systems and
suggests avenues for future enhancements to refine and extend their capabilities, as illustrated in
Figure 3. Absence detection, also referred to as presence/absence detection, constitutes a significant
research area in computer vision, determining the presence or absence of objects or individuals in a
given scene. This method incorporates two common absence detection techniques: the Haar Cascade
and Local Binary Pattern (LBP) methods.

3.1. Data preparation

For the training of classification files in the machine learning system, a database has been essential.
Public databases, such as the LFW database containing over 13 000 facial images from more than 5 700
individuals, have been employed to conduct facial recognition research tests. These images, captured in
real-life conditions, showcase variations in poses, facial expressions, lighting, and backgrounds. Faces
other than the target face have been treated as “background” [37]. Additionally, a proprietary database

Fig. 4. Database preprocessing for facial recognition: grayscale conversion and normalization.

has been generated, comprising two-dimensional optical projections of faces in a world visually per-
ceived as three-dimensional. Vision inherently adopts an “inverted perspective”, requiring the inversion
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of the 3D-2D projection to discern object properties in image space. It is crucial to note that the
strictly mathematical 2D-3D inversion of such projections is not possible. The dataset has undergone
preprocessing for the feature extraction process, involving the conversion of images to grayscale and
normalization to enhance recognition outcomes (see Figure 4).

3.2. Facial detection

The identification of human faces in images or videos, known as face detection, constitutes a founda-
tional stage in the evolution of facial recognition systems. This process involves the exploration and
recognition of the existence of faces within visual content, aiming to pinpoint image areas that contain
faces and subsequently extract this pertinent information for subsequent analysis.

3.3. The Haar cascade classifier

Rectangular features are computed by subtracting the sum of pixel intensities in white rectangles
R+

i from the sum in black rectangles R−
i . A Haar-like feature H(x, y) is formed by combining these

rectangles with corresponding weights wi. p and q typically represent the horizontal and vertical
coordinates, respectively, within the rectangular regions that make up the Haar-like features. The
expression represents the sum of pixel intensities in the white rectangle (see equation (1)), and similarly
equation (2) represents the sum of pixel intensities in the black rectangle,

∑

(p,q)∈R+

i

I(x+ p, y + q), (1)

∑

(p,q)∈R−

i

I(x+ p, y + q), (2)

where I(x, y) represents the pixel intensity at location (x, y). The Haar-like feature is mathematically
expressed as equation:

H(x, y) =
∑

i

wi

(

∑

(p,q)∈R+

i

I(x+ p, y + q)−
∑

(p,q)∈R−

i

I(x+ p, y + q)

)

6 T. (3)

Here, T is the threshold for classification, and the summation is carried out over the pixels within the
defined rectangles.

The Haar Cascade algorithm takes its name from fact that it uses Haar features to detect objects as
seen in Figure 5. These features are simple rectangular patterns that detect changes in light intensity
in an image. Using a set of Haar features and a classifier like AdaBoost, the Haar cascade algorithm
can learn to recognize specific objects efficiently.

Features

Eyes

Nose

Mouth

A Theoretical
Face Model

Fig. 5. Haar features.

The Haar cascade training process involves weak clas-
sifiers hj(x), where x represents the input features, dis-
tinguishing between positive (+1) and negative (−1) ex-
amples. Each weak classifier is determined by a threshold
condition as seen equation (4):

hj(x) =

{

+1 if pj(x) < θj,

−1 otherwise,
(4)

where the pj(x) is the response of the j-th weak classifier
to input x, and θj is the corresponding threshold. The
strong classifier H(x) is then formed as a linear combina-
tion of these weak classifiers:

H(x) =
T
∑

j=1

∝j hj(x), (5)

where T is the total number of weak classifiers, and ∝j represents the weight assigned to the j-th weak
classifier based on its performance. The boosting process adjusts the weights of individual examples
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(see equation (6)):

ω
(t+1)
i = ω

(t)
i · exp

(

− αtyiht(xi)
)

. (6)

The yi is the true label of example i, and t denotes the iteration of the boosting process. The Adaboost
algorithm provides weights for each weak classifier as mentioned in equation (7),

αt =
1

2
ln

1− εt

εt
, (7)

where εt represents the weighted error of the j-th weak classifier. The cascade, trained in stages (S),
is implemented with a sliding window during detection, scanning the image to identify faces:

H(x) =

S
∑

s=1

Ts
∑

j=1

α
(s)
j h

(s)
j (x). (8)

Here, S is the total number of stages, and Ts denotes the number of weak classifiers in the s-th stage.
The strong classifiers are arranged in a cascade, so that each classifier only processes those regions

of the image that have passed the previous stages. This helps speed up the detection process by quickly
eliminating regions that do not contain probably not the object of interest as seen in Figure 6.

Strong Classifier

Weak
Classifier 2

Weak
Classifier 1

Rejection

Weak
Classifier N

Fig. 6. Cascade of classifier.

The Sliding window, as illustrated in Figure 7, has been employed in the Haar Cascade object
detection method. It has facilitated the examination of an image by analyzing subregions of varied
sizes and positions to identify the presence of a target object. This technique operates by scanning
the image with a fixed-size rectangular window, commonly referred to as a “detection window”. The
window systematically slides across the image pixel by pixel, executing Haar feature calculations at
each position.

Window image

Window
24*24

Fig. 7. Illustration of sliding window technique in Haar cascade object detection.

The Haar features have been calculated and compared to a previously trained model at each window
position, employing a supervised learning algorithm (Figure 8). If the match proves close enough, it
signifies the potential presence of the searched object, such as a face. In such instances, the detection
window is marked as positive.
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Sliding Windows Features
Detection of Face
Yes/No

Neural Network

Fig. 8. Illustration of Haar features calculation and comparison in window positions for object detection.

3.4. Local binary pattern (LBP)

The Local Binary Pattern (LBP) method serves as a robust technique for characterizing textures within
images, finding extensive applications in diverse fields of computer vision, including facial recognition
and object detection. It operates by comparing the intensity values of pixels neighboring a central pixel,
generating binary patterns that depict local variations in intensity. These patterns are subsequently
aggregated into a histogram, providing a concise representation of the image’s texture.

LBP computes a binary pattern for each pixel by comparing its gray value gc with the gray values
of its p neighboring pixels (gp). The binary pattern is then converted into a decimal representation.
The LBPH value at pixel (x, y) is given by the following equation:

L(x, y) =

P−1
∑

p=1

2p · δ(gp − gc), (9)

where P represents the number of neighboring pixels, and δ(·) is the Kronecher delta function, ensuring
that the binary comparison results in either 0 or 1. This process is applied to each pixel in the image,
generating a spatial representation of local texture patterns. The resulting histograms of LBPH values
capture the frequency distribution of these patterns, enabling effective texture-based analysis and
object recognition.

9 2 4

7 9 6

10 12 18

>9 =1

<9 =0

1 0 0

0 0

1 1 1

Fig. 9. Calculated binary values based
on condition of pixel neighbors.

For effective implementation with color images, an initial
conversion to grayscale is necessary, as LBP operates exclu-
sively on pixel intensities rather than colors. Subsequently, the
image is divided into smaller cells, typically 8×8 pixels in size.
This division facilitates local processing, enabling the capture
of distinct local characteristics.

The LBP operator is applied to each cell by selecting a cen-
tral pixel and comparing its intensity with that of its neighbor-
ing pixels within a predefined neighborhood. As an example,
a circular neighborhood might consist of eight neighboring pix-
els as seen in Figure 9. The binary values obtained from these
comparisons are concatenated to form an 8-bit binary number,
which is then converted to a decimal value, representing the
Local Binary Pattern Histogram (LBPH) of the central pixel.
This process is repeated for all central pixels within the cell.

As seen in Figure 10, to create an overall image descriptor,
the histograms of all cells are concatenated, forming a feature
vector suitable for tasks like classification or object recognition.
In practical terms, this involves repeating the entire process for each cell in the image. The resultant
feature vectors, once extracted for all images in a dataset, can be utilized for training classifiers (e.g.,
SVM, k-NN) or for direct comparisons, enabling the recognition of similar objects or textures.
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Fig. 10. Local binary patterns.

LBPH, owing to its simplicity and effectiveness, finds widespread application in various computer
vision tasks, including but not limited to texture recognition, face recognition, and object classification.
Its adaptability and performance make it a valuable tool in the arsenal of image analysis techniques.

4. Results and discussion

The proposed facial recognition approach was implemented in Python, utilizing the Opencv image
processing library, the Haar classifier, and the LBPH algorithm with the computer’s camera. The face
detection project employed a pre-trained Haar Cascade model, which learned to recognize distinctive
facial features from a diverse dataset of positive (face) and negative (background) examples. Python
served as the primary programming language in our working environment due to its simplicity, flexi-
bility, and rich selection of image processing libraries and modules. Specifically, the OpenCV (Open
Source Computer Vision) library was employed for advanced image processing functions, including
object detection, motion tracking, and more.

Utilizing the Haar Cascade model involved importing the OpenCV library and loading the xls file
containing pre-trained model information. The model was then applied to each image or video frame
for face detection, enabling subsequent tasks like facial recognition and expression identification. To
ensure optimal performance, an integrated development environment (IDE) such as ‘PyCharm’ was
employed.

The algorithm processed live video input with visible student faces, producing an attendance sheet
in Excel format. The steps included applying the Haar cascade classifier to detect faces, extracting
features using the LBPH algorithm, and comparing these features with those in the database for
identification. If a match was found, student attendance was recorded on the attendance sheet. The
process was repeated for each frame, resulting in the generation and export of the attendance sheet.

This algorithm facilitated face detection, feature extraction, and comparison with a database for live
video scenarios and student face detection in photos. Trust assessment was conducted using the LBPH
Recognizer method. However, facial recognition’s complexity and potential ambiguity, especially in
similar facial features, were acknowledged. To enhance system reliability, a diverse training database
was proposed, representing various facial variations. Increasing the database’s diversity improved the
model’s predictive accuracy.

To bolster the facial recognition system, adjustments were made to simulate real-world conditions.
Varying image brightness and rotation levels increased the system’s resilience to lighting changes and
enhanced its ability to recognize faces in different orientations. These improvements significantly
enhanced system performance and reliability, providing more accurate predictions by combining a
diverse training database with brightness and rotation variations.

The enhancement of our facial recognition system’s performance and reliability is notably achieved
through the effective adjustment of brightness and rotation in images. Our approach involves integrat-
ing a substantial and diverse training database, incorporating variations in brightness and rotation.
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This strategy facilitates improved generalization and enhances the accuracy of predictions, as evidenced
by the findings presented in Table 1.

Table 1. The increase in precision compared
to increase the database.

Number of images Confidence
First Experience 50 37
Second Experience 1000 77
Third Experienceg 3000 99

To create the application’s graphical user
interface (GUI), the tkinter library has been
utilized [38]. This library enables the cre-
ation of a graphical interface featuring but-
tons, text boxes, and various graphical tools.
This design allows users to interact with the
application easily, without the need to input
or comprehend lines of code. The face recognition application’s GUI is designed with simplicity, in-
corporating interaction buttons for multiple tasks, an access control system with a keyword, and a
material selection functionality.

Fig. 11. The graphical interface developed.

Equipped with an access control system, the applica-
tion ensures secure space entry through facial recognition
to identify authorized individuals. A noteworthy system
feature involves the ability to designate a specific subject
before initiating facial recognition, facilitating the associa-
tion of recognition results with a particular subject. This
feature proves beneficial for attendance management at
academic or professional events.

Upon prompting the user to input an access code for
material selection, a correct entry triggers the display of
a drop-down list containing available subjects. As seen
in Figure 11, this allows users to easily select the corre-
sponding subject, enhancing the overall functionality of
the system.

Observing Figure 12, it is evident that when a student is recognized, their name is presented on
the screen alongside a confidence percentage reflecting the accuracy of the recognition.

Fig. 12. Student facial recognition.

The outcomes of facial recognition, encompassing details such as date, time, the recognized person’s
name, presence status, and associated subject, are stored in an Excel file. Figure 13 provides a visual
representation of this process. The system autonomously generates the Excel file if it is not already
in existence; otherwise, it appends new results to the existing spreadsheet. This feature facilitates the
maintenance of an attendance history, enabling subsequent analyses as needed.
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Fig. 13. Saving as an Excel file.

5. Conclusion

The absence detection methodology introduced in this paper leverages the Haar Cascade and Local
Binary Patterns (LBP) techniques, both proven effective in detecting objects and patterns in images.
Through the integration of these approaches, a robust absence detection system has been developed,
capable of accurately discerning the presence or absence of objects or individuals within a given scene.
Notwithstanding its efficacy, it is imperative to acknowledge the inherent limitations of this methodol-
ogy. Its performance is intricately tied to the quality of the training data and the precise selection of
parameters during classifier learning. Achieving optimal results necessitates a comprehensive collection
of representative positive and negative images. Furthermore, the fine-tuning of classifier parameters
and LBP features demands extensive experimentation to optimize system performance.

Looking toward the future, two compelling perspectives emerge for further exploration. Firstly, the
integration of deep learning techniques, specifically convolutional neural networks, holds significant
promise for enhancing absence detection accuracy. These models, with their capacity to autonomously
extract discriminative features from data, offer considerable advantages in addressing the complexities
of diverse scenarios. Secondly, the augmentation of the system with contextual and temporal informa-
tion emerges as a key enhancement. Techniques such as object tracking, which considers the spatial
and temporal coherence of detected objects, can effectively reduce false alarms and enhance system
robustness in dynamic environments.

Exploring these perspectives not only contributes to the evolution of absence detection technology
but also opens avenues for novel applications. This methodology, despite its challenges and limitations,
serves as a foundational framework. It provides a stepping stone for future research endeavors aimed at
refining the accuracy and efficiency of absence detection systems. In doing so, it catalyzes advancements
in the field of computer vision, paving the way for innovative applications and progress in absence
detection methodologies.
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Реалiзацiя виявлення присутностi за допомогою каскаду Хаара та
гiстограм локальних бiнарних шаблонiв

Елькарi Б.1, Ураба Л.1, Секкат Х.1, Фарах Г.1, Суфi I.1,
Бадду А.1, Хафiдi Н.1, Ель Мутауакiл К.2

1EIDIA, Дослiдницький центр Euromed, Унiверситет Euro-Med (UEMF), Фес, Марокко
2Лабораторiя iнженерних наук, Полiдисциплiнарний факультет Таза,

Унiверситет Сiдi Мохамеда Бен Абделла, Фес, Марокко

Прогули школи є значною проблемою, яка впливає на освiтнє середовище та успiш-
нiсть учнiв. У цiй статтi представлено проєкт розробки автоматизованої системи ви-
явлення вiдсутностi в класах iз використанням методiв каскаду Хаара та гiстограми
локальних бiнарних шаблонiв (LBHP). Дослiдження починається зi збору великого
набору даних зображень класа, включаючи рiзнi сценарiї та умови освiтлення. Каскад
Хаара використовується для виявлення людських облич на зображеннях з подаль-
шим видiленням ознак LBHP для кожного виявленого обличчя. Результати експери-
ментiв демонструють ефективнiсть запропонованої системи та досягнення високого
показника точностi. Цей проєкт робить внесок у сферу освiтнiх технологiй, надаючи
практичне рiшення для монiторингу вiдвiдуваностi класа. Iнтеграцiя методiв каскаду
Хаар та LBHP забезпечує надiйну та ефективну роботу для виявлення вiдсутностi.

Ключовi слова: виявлення вiдсутностi; каскад Хаара; локальнi бiнарнi шаблони
(LBP); комп’ютерний зiр.
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