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In agriculture, early detection of crop diseases is imperative for sustainability and maximiz-
ing yields. Rooted in Agriculture 4.0, our innovative approach combines pre-trained Con-
volutional Neural Networks (CNNs) models with data-driven solutions to address global
challenges related to water scarcity. By integrating the combined L1/L2 regularization
technique to our model layers, we enhance their flexibility, reducing the risk of the over-
fitting effect of the model. In the orange dataset used in our experiments, we have 1790
orange images, including a class of fresh oranges and three disease categories. Applied on
this dataset for classification, our model exhibits notable performance, namely 92.17% for
CNN and 97.28% for ResNet-50 model. Evaluated across metrics like accuracy, precision,
recall, F1-score, confusion matrix, and cross validation, our approach surpasses traditional
classifiers, significantly contributing to smart agricultural and global food resilience amidst
mounting water scarcity pressures.
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1. Introduction and background

Agriculture, as the foundation of human sustenance, faces a multitude of challenges exacerbated by
the global environmental crisis and dwindling water resources [1]. Among the crucial agricultural
commodities, oranges hold a significant place, contributing to nutrition, livelihoods, and economic
growth worldwide. However, the efficient management of orange crop health is under duress, especially
in regions grappling with the scarcity of water, a challenge that threatens sustainable production [2].
In response to this pressing issue, innovative technologies and data-driven methodologies have emerged
as indispensable tools for sustaining crop health in water-scarce environments [3]. At the forefront of
this transformation lie deep learning techniques, particularly Convolutional Neural Networks (CNNs),
which have revolutionized image analysis, including disease detection in plants [4]. Our article aims to
harness the power of CNNs, renowned for their ability to extract intricate patterns from images, and
complement this capability with transfer learning, allowing the adaptation of pre-existing knowledge
to the specific context of orange disease classification. By integrating these techniques, the article
seeks to provide a robust tool empowering stakeholders in the agricultural sector to effectively manage
diseases in water-scarce environments. This fusion approach has the potential to revolutionize disease
detection and contribute to sustainable agricultural practices for citrus cultivation. Figure 1 illustrates
the used process.

In the context of our article, we will provide an in-depth exploration of this critical issue. In the
upcoming sections, we resolve to delve into the heart of our study on enhancing the management of
orange crop health in environments constrained by limited water resources. Our analysis starts with
a ‘Review of Literature’, where we will delve into existing knowledge regarding the classification of
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Fig. 1. Convolutional Neural Network Coupled with a Transfer-Learning.

diseases in plant crops. This review will establish a solid foundation for our research. We will then
move on to the ‘Methodology’, detailing the tools, techniques, and data used in our analysis. The
following ‘Results’ will provide insights into the findings of our study, and the ‘Discussion’ section will
unveil the implications of these results. At last, the ‘Conclusion’ will bring together all these elements
to offer a comprehensive perspective on how our approach, based on deep learning and transfer learning,
can transform the management of orange crop health in arid contexts.

2. Literature review

Plant disease detection using Convolutional Neural Networks (CNNs) and transfer learning has shown
remarkable accuracy in various studies. Researchers have achieved high levels of accuracy, often ex-
ceeding 90%, in identifying plant diseases through image analysis. For instance, in a study by Rupali
Saha et al. [5], a CNN-based model achieved an accuracy of approximately 93.21% in identifying orange
fruit disease, showcasing the potential of deep learning in this domain. Similarly, a research project by
Poonam Dhiman et al. reported an accuracy rate of around 98.25% in classifying plant diseases using
deep learning models CNN-LSTM (CNN Long Short-Term Memory Network) with edge computing [6].

One notable advantage of the transfer learning approach is its ability to achieve high accuracy even
with limited datasets, which is often the case in agriculture due to the complexity and diversity of
diseases. For instance, a study by Junde Chen et al. [7] used transfer learning with a pre-trained VG-
GNet model and achieved an accuracy of over 92% in identifying multiple rice plant images. Similarly,
a research project by Zhang et al. [8] reported an accuracy rate of around 96.90% in classifying orange
diseases using the DenseNet model. This study compares two Convolutional Neural Network (CNN)
architectures, MobileNet and Self-Structured (SSCNN), for classifying citrus leaf diseases, offering a
cost-effective method for detection based on smartphone images. The results indicate that SSCNN
achieved higher accuracy, with a 99% validation accuracy at epoch 12, compared to MobileNet, mak-
ing it a more accurate and efficient choice for classifying citrus leaf diseases from smartphone images [9].
Another research assesses the application of convolutional neural networks (CNNs) for fruit counting
in agriculture. Two common CNN architectures, Faster R-CNN with Inception V2 and SSD with
MobileNet, achieve fruit counting performance up to 93% and 90%, respectively, which could enhance
decision-making in agriculture [10].
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3. Methodology

3.1. Data collection and preprocessing

Table 1 and Figure 2 illustrate the dataset used in our paper. The dataset contains 1790 images, of

a b c d

Fig. 2. Sample images of dataset (a) Grenning, (b) Fresh,
(c) Canker, (d) Blackspot.

which 1164 are used to train the
model, and 626 are used to test it.
In this dataset, there is the class
with fresh oranges and three other
diseases, namely, citrus canker, black
spot, and greening citrus. Each im-
age has a height of 28 pixels and a
width of 28 pixels, for approximately
784 pixels. Each pixel is associated

with a single pixel value, indicating the brightness of that pixel. This pixel value is an integer ranging
from 0 to 255.

Table 1. Orange diseases dataset.

Class Count Group

0 344 Blackspot
1 349 Canker
2 552 Fresh
3 545 Grenning

With a preliminary understanding of our data, our next
crucial step is data preparation for our neural network. We
will reformat all image data into a 128 × 128 format. Our
dataset is clean and requires minimal preprocessing. This
ensures a reliable foundation for deep learning, allowing us
to concentrate on model development without extensive data
cleaning.

3.2. CNN model implementation

3.2.1. Convolutional layers

The convolutional layer serves as the initial component in the architecture of CNNs. Its primary func-
tion is to extract features from input images. The feature map results from the convolution operation
between a filter and the input image. This feature map encapsulates comprehensive information about
image structures, encompassing interesting points, textures, edges, ridges, and more. Subsequent lay-
ers depend on this feature map to perform operations like dimensionality reduction and reduction of
the number of features [11–13].

Definition 1. Let X be an input matrix of dimensions m×n, representing pixel values of an image.
Let W be a weight matrix (filter) of dimensions p× q. The convolution of X by the filter W is defined
as

(X ∗W )ij =

p
∑

a=1

q
∑

b=1

Xi+a−1,j+b−1 ·Wab. (1)

By adding the bias term b, the output Y of the convolutional layer is obtained by applying an
activation function f element-wise:

Yij = f
(

(X ∗W + b)ij
)

. (2)

The choice of the activation function depends on the model, but Rectified Linear Unit (ReLU) is
commonly used. In terms of dimensions, if X is m× n and W is p× q, the output Y is (m− p+ 1)×
(n− q + 1).

Remark 1. The definition 1 above holds for convolutional layer parameters set to K = 1 (using a
single filter), S = 1 (stride of 1 for complete coverage), P = 0 (no zero-padding), and D = 1 (no
dilation applied). The layer utilizes a single filter to extract specific features from the input image.
The stride (S) is set to 1, ensuring complete coverage of the image without skipping pixels, and zero
pixels are added around the image (P = 0). Additionally, no dilation is applied to the filter (D = 1),
preserving proximity between the elements of the convolution kernel.
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3.2.2. Activation function (ReLU)

To ensure the non-linearity of the convolutional layer, to improve the effectiveness of treatment and to
overcome the problem of saturation, we use ReLU as activation function. The ReLU (Rectified Linear
Unit) activation function [14] is formulated as follows.

Definition 2. For an input value x, the ReLU (Rectified Linear Unit) function is defined as

ReLU(x) =

{

0 if x < 0
x if x > 0

= max{0, x}. (3)

One of its advantages is its low computational cost, as it involves taking the maximum between
the value 0 and the weighted sum value. Another advantage is that it does not suffer from saturation,
as it has no upper limit in the positive region and all negative values in input are replaced by zeros.

3.2.3. Pooling layers

The pooling layer is strategically positioned between the convolutional layers in a neural network
architecture. Its primary purpose is to reduce the size of images while retaining crucial features,
achieved by selecting either the maximum or average values within rectangular regions. The input
image is partitioned into a series of rectangles, each containing n pixels. MaxPooling identifies the
maximum element in each region, AveragePooling calculates the average output of the region, and
Sumpooling computes the sum of the elements within the region.

Definition 3. Let X be an input matrix of dimensions m × n, representing an activation map.
Consider a pooling window of size p× q. The output matrix Z after MaxPooling, AveragePooling, and
SumPooling operations is defined, respectively, as:

Z(i, j) = max
p′,q′

X(i× p+ p′, j × q + q′),

Z(i, j) =
1

p× q

∑

p′,q′

X(i × p+ p′, j × q + q′), (4)

Z(i, j) =
∑

p′,q′

X(i × p+ p′, j × q + q′).

The output matrix will have dimensions m
p
× n

q
.

3.2.4. Flatten layers

“Flatten” is a vital step in Convolutional Neural Networks (CNNs), converting the multi-dimensional
output into a one-dimensional vector. This process streamlines feature maps into a linear array, serving
as input for fully connected layers. It bridges convolutional and fully connected layers, enabling the
network to understand complex data relationships.

Definition 4. If X is an input matrix of dimensions m × n, then Y is defined as Y =
[X1,1,X1,2, . . . ,Xm,n], where Xi,j represents the element located at the i-th row and j-th column
of the matrix X.

3.2.5. Fully connected layers

The final layer of the CNN takes as input our image that has been entirely transformed by convolutions
and other operations (in vector form), and produces the prediction.

3.2.6. Activation function (SoftMax)

The SoftMax activation function that assigns a probability to each of these distinct classes while
ensuring that the sum of these probabilities equals 1. This type of activation function aligns perfectly
with our objectives, and it is commonly employed in multi-layer neural networks and for multi-class
classifications. When applied to the output layer, Softmax transforms the raw scores (also known as
logits) produced by the previous layers into probabilities that correspond to different classes. These
probabilities represent the model’s confidence in each class prediction. The SoftMax activation function
is formulated as follows.
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Definition 5. For X = (x1, . . . , xk), we have σi(X) = exp xi

expx1+...+exp xk
.

3.2.7. Learning algorithm

Each neuron has a weight, and the goal is to adjust these weights to reach the overall minimum value
of the loss function [15]. Our categorical cross-entropy loss function measures the disparity between
the probability distribution predicted by the model and the actual probability distribution of labels in
a dataset with multiple classes. J is minimized following two steps:

— Forward Propagation: it is the passage of input data through the network, where each layer performs
specific operations such as convolution, activation, pooling, etc. The results from each layer are
transmitted to the next layer, and this process repeats until reaching the output of the softmax
layer, ultimately generating a prediction.

— Backpropagation: this process updates the weights of neurons based on the gradient descent of
the loss function. The new weight value for each neuron depends on the difference between the
predicted value and the observed one. As long as neurons have a high error rate, their new weights
will be very small, with higher weights for neurons with lower error rates.

Regularized loss function. The incorporation of combined L1 and L2 regularization into our
loss function represents a significant advancement in optimizing the weights of our neural network
model. This unique approach leverages the distinct benefits of L1 regularization, promoting sparsity
by eliminating less important connections, and L2 regularization, controlling weight growth to avoid
excessive values. By combining these two techniques, our model achieves a subtle balance between
selecting crucial features and maintaining optimization stability. This innovative strategy contributes
to faster convergence during training, improved generalization to unseen data, and increased resilience
against overfitting. The regularized loss function Jreg(W

(l)) for a layer l is defined as a combination of
categorical cross-entropy loss and L1/L2 regularization terms,

Jreg
(

W (l)
)

= −
1

m

m
∑

i=1

C
∑

c=1

Yi,c log
(

Ŷi,c

)

+
λ1

2m

∑

i,j

∣

∣W
(l)
i,j

∣

∣+
λ2

2m

∑

i,j

(

W
(l)
i,j

)2
, (5)

where m is the number of samples in the dataset, C is the number of classes, Yi,c is the actual value
of class c for sample i, Ŷi,c is the predicted value of class c for sample i, λ1 and λ2 are regularization
coefficients for L1 and L2.

Gradient of regularized loss function. The gradient with respect to the weights W (l) is obtained
by adding the gradients of categorical cross-entropy loss and L1/L2 regularization terms,

∂Jreg

∂W (l)
=

∂J

∂W (l)
+

λ1

2m
· sign

(

W (l)
)

+
λ2

m
·W (l), (6)

where ∂J
∂W (l) is the gradient of categorical cross-entropy loss.

Update moments with bias correction and weights with Adam Optimizer.

Algorithm 1 ADAM Algorithm [16].

Inputs: Learning rate η, β1, β2, ε; initial parameters W
(l)
old

Initialization: m0 ← 0, v0 ← 0, t← 0
while not converged

Calculate gradient gt ← ∇Jreg
(

W
(l)
old

)

t← t+ 1, mt ← β1 ·mt−1 + (1− β1) · gt, vt ← β2 · vt−1 + (1− β2) · g
2
t

m̂t ←
mt

1−βt

1

v̂t ←
vt

1−βt

2

W
(l)
new ←W

(l)
old − η · m̂t√

v̂t+ε

W
(l)
new ←W

(l)
new −

λ1

2m · sign
(

W
(l)
new

)

− λ2

m
·W

(l)
new

W
(l)
old ←W

(l)
new

Our model is a sequential Convolutional Neural Network (CNN) for image classification, see Figure 3.
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Fig. 3. Description of implemented model.

It begins with convolutional layers with ReLU activation and max-pooling to reduce spatial dimen-
sions. Each Conv2D layer is equipped with L1 and L2 regularization, with respective rates of 0.01,
allowing for the control of weights and ensuring model stability. The final layers include a flattening
step, followed by dense layers with ReLU activation and dropout to prevent overfitting. The output
layer employs softmax activation for multi-class classification. The model is compiled using the Adam
optimizer with a learning rate 0.0001 and categorical cross-entropy loss. It is trained for 50 epochs on
provided training data, focusing on accuracy as the evaluation metric. The training time is recorded
to measure its efficiency. The selection of these parameters and hyper-parameters represents the cul-
mination of an extensive series of experiments involving various regularization methods and numerous
CNN architectures. The model configurations above represent the optimal settings we have identified
to achieve the best possible results.

3.3. Transfer learning with ResNet-50

Transfer learning is a machine learning technique that involves repurposing a pre-trained model from
one dataset to address a different problem with a distinct dataset but a related context. This approach
spares us the effort of painstakingly searching for the optimal model and investing substantial time in
constant testing and parameter tuning. This becomes particularly beneficial when dealing with sizable
datasets and intricate tasks, where training a model from scratch can be time-intensive. Leveraging
transfer learning mitigates the need for an extensive dataset to introduce a new model, yielding a more
efficient and effective way to approach new implementations [17, 18].

Residual Block in ResNet-50

The residual block in ResNet50 consists of three key steps.

• Batch Normalization (BN).

Definition 6. Let X be the input matrix and Y be the matrix after the convolution operation. Batch
Normalization is applied to normalize Y , producing the normalized matrix N (i):

N (i) = γ(i)

(

Y (i) − µ(i)

√

σ(i)2 + ε

)

+ β(i), (7)

where Y (i) is the output after the convolution at the i-th layer, γ(i) and β(i) are the parameter matrices
of BN, µ(i) and σ(i) are the means and standard deviations calculated along the appropriate axes, and
ε is a small constant to avoid division by zero.

• Residual Block with ReLU: A residual block Fi(X
(i−1)) with X(i−1) as input is defined as

Fi

(

X(i−1)
)

= RELU
(

BN
(

Wi,j ∗ Fi−1(X
(i−1)) +X(i−1), γi,j, βi,j

))

, (8)

where Wi,j is the convolution weight matrix, γi,j and βi,j are the Batch Normalization parameters, ∗
is the convolution operator and ReLU is the activation function.

• Residual Connections: Residual connections are introduced by directly adding the input X(i−1) to
the output of the residual block, producing the final matrix Fi(X

(i−1)).
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Fig. 4. Representation of the RESNET-50 architecture.

Table 2. Hyper-parameters used
in the ResNet50-based model.

Model ResNet50
Input shape (128,128,3)

Weight Initialized to ImageNet
Optimizer Adamax

Loss function Categorical crossentropy
Learning rate 0.0001
Regularization L1 and L2 Regularization

Classifier Softmax
Epochs 50

Batch size 32
Dropout rate 0.25

The overall structure of ResNet50 is formed by stack-
ing multiple of these residual blocks. The final output
is obtained by passing through these blocks successively.
The network parameters, such as the weights of convolu-
tions and Batch Normalization parameters, are adjusted
during training using the gradient descent backpropaga-
tion algorithm, as mentioned earlier. Figure 4 represents
the RESNET-50 architecture.

We employed ResNet-50 as our base model, as in-
dicated in Table 2. This model was initially trained to
recognize objects in the ImageNet dataset. We opted
for it due to its widespread recognition and strong per-
formance across various image classification tasks.

3.4. Comparison between the general connections and the residual connections used in ResNet

The architecture of a standard Convolutional Neural Network (CNN) and a residual block in ResNet50
presents a distinct contrast in how information is processed. The conventional CNN follows a sequential

weight layer

weight layer

relu

relu

General connection Residual connection

weight layer

weight layer

relu

relu

identity

Fig. 5. The comparison between the general connections and the residual
connections used in ResNet.

approach, progressively trans-
forming features of an im-
age across its layers. How-
ever, this method may face
challenges such as the van-
ishing gradient during the
training of deep networks.
In contrast, ResNet50 in-
troduces residual blocks
that create shortcuts to fa-

cilitate the propagation of information. In these blocks, input information is added to the output rather
than simply being transformed. This creates a “residual path”, allowing the network to learn identity
functions, thereby easing gradient propagation. This architecture addresses the vanishing gradient
problem and enables the training of much deeper networks. Figure 5 shows this difference.
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4. Results and discussion

4.1. Performance evaluation of CNN model

The accuracy curve of the CNN model, with a test accuracy of 92.17%, showcases its remarkable
ability to classify test data successfully. This high performance reflects the model’s reliability in its
predictions. Simultaneously, the low loss of 4.0404 indicates its efficiency in minimizing errors during
training, thereby enhancing its overall performance and predictive capability.

Fig. 6. Accuracy curve and loss curve of the CNN model.

The presented table illustrates the performance metrics of the CNN model across different classes
of orange crop diseases. Notably, the “Fresh” and “Grenning” classes exhibit exceptional results with
perfect accuracy, recall, and F1-Score, each scoring 100%. The “Blackspot” class achieved an accuracy
of 76%, while maintaining a high recall of 96% and an F1-Score of 85%. The “Canker” class demon-
strated a remarkable accuracy of 95%, with a recall of 69% and an F1-Score of 80%. These metrics
provide a detailed insight into the model’s proficiency in accurately classifying and recognizing various
orange crop diseases.

Table 3. Performance metrics of the CNN model.

Class Accuracy Recall F1-Score Support

Blackspot 0.76 0.96 0.85 344

Canker 0.95 0.69 0.80 349

Fresh 1.00 1.00 1.00 552

Grenning 1.00 1.00 1.00 545

The confusion matrix indicates that the
model incorrectly classified 14 instances of
the “Blackspot” class as “Canker”. Simi-
larly, 105 instances of the “Canker” class
were mistakenly predicted as belonging to
the “Blackspot” class. Additionally, 2 in-
stances of the “Canker” class were erro-
neously classified as “Fresh”. Despite these
few misclassifications, the overall high accuracy, recall, and F1-score values, as mentioned earlier, reflect
the CNN model’s robustness in correctly classifying orange crop diseases.

The cross-validation results showcase the robustness and generalization ability of our model across
diverse folds. With an average accuracy of approximately 85.47%, our model consistently demonstrated
its proficiency in correctly classifying instances. The F1-score, averaging around 78.21%, reflects a
harmonious balance between precision and recall, indicative of the model’s ability to handle both false
positives and false negatives effectively. Furthermore, the impressive average AUC of approximately
97.67% attests to the model’s discriminative power in distinguishing between classes.

4.2. Performance evaluation of ResNet-50

The ResNet50 model achieved outstanding performance, as evidenced by its accuracy curve. With
an impressive test accuracy of 97.28%, the model exhibited an exceptional ability to correctly classify
the dataset. Moreover, the model’s remarkably low loss value of 1.6199 indicates minimal errors in

Mathematical Modeling and Computing, Vol. 11, No. 3, pp. 870–882 (2024)
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Table 4. Cross-validation results.

Fold Accuracy (%) F1-score AUC

Fold 1 0.8938 0.8361 0.9861
Fold 2 0.8770 0.7817 0.9788
Fold 3 0.8379 0.7728 0.9733
Fold 4 0.8770 0.8568 0.9719
Fold 5 0.8379 0.7536 0.9902
Fold 6 0.8324 0.7536 0.9771
Fold 7 0.8044 0.6613 0.9687
Fold 8 0.7597 0.6333 0.9573
Fold 9 0.9385 0.9333 0.9890
Fold 10 0.8882 0.8332 0.9749
Average 0.8547 0.7821 0.9767

its predictions. These results underscore the ResNet50 model’s exceptional accuracy and efficiency,
making it a powerful choice for the given task.

Fig. 8. Accuracy curve and loss curve of the ResNet50 model.
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The table presents a detailed summary of the ResNet model’s performance, showcasing the accuracy,
recall, and F1-score for each class. Notably, the model achieved remarkable results across all classes,
with an accuracy of 0.92 at 1.00.

Table 5. Performance metrics of the ResNet50 model.

Class Accuracy Recall F1-Score Support

Blackspot 0.92 0.97 0.95 344

Canker 0.97 0.92 0.94 349

Fresh 1.00 1.00 1.00 552

Grenning 1.00 1.00 1.00 545

In the confusion matrix, ResNet50 ex-
hibited two misclassifications where the
true label was “Blackspot”, but the model
incorrectly predicted “Canker”. These
limited misclassifications suggest that the
model’s performance in distinguishing dif-
ferent orange crop diseases remains highly
accurate.
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Fig. 9. ResNet50 Confusion Matrix.

Table 6. Cross-validation results.

Fold Accuracy (%) F1-score AUC

Fold 1 0.9832 0.9791 0.9991
Fold 2 0.9944 0.9950 1
Fold 3 1 1 1
Fold 4 0.9858 0.8568 0.9998
Fold 5 0.9921 0.7536 0.9997
Fold 6 1 1 1
Fold 7 0.9924 0.6613 0.9977
Fold 8 0.9932 0.6333 1
Fold 9 0.9801 0.9333 0.9998
Fold 10 1 1 1
Average 0.9932 0.9918 0.9996

The cross-validation results table provides
a detailed view of the robustness of our model
across different folds. Each row represents a
specific fold, and metrics such as accuracy, F1-
score, and AUC offer a comprehensive evalu-
ation of the model’s performance. Some folds
demonstrated outstanding excellence, achiev-
ing perfect accuracy and F1-score of 100%.
These results indicate that the model suc-
cessfully generalized across diverse datasets.
The overall average confirms the consistency of
these high performances, instilling confidence
in the model’s ability to maintain outstanding
performance under various conditions.

4.3. Comparative analysis

Table 7 provides a detailed comparison of the accuracy of two models, CNN and ResNet50, across
different classes. In the “Blackspot” class, ResNet50 outperforms CNN with an accuracy of 0.92
compared to CNN’s 0.76. This improvement can be attributed to ResNet50’s deeper architecture and
skip connections, allowing it to capture more complex features and gradients effectively.
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Moving to the “Canker” class, ResNet50 continues to show superiority with an accuracy of 0.97,
surpassing CNN’s accuracy of 0.95. The deeper and more sophisticated architecture of ResNet50
enables it to learn intricate patterns and nuances in the data, contributing to its enhanced performance.

Both models exhibit exceptional accuracy of 1.00 in the “Fresh” and “Grenning” classes. In these
cases, both CNN and ResNet50 successfully classify instances with perfect accuracy, indicating their
proficiency in recognizing distinct features of these classes.

Table 7. Comparative accuracy of models.

Class CNN ResNet50

Blackspot 0.76 0.92

Canker 0.95 0.97

Fresh 1.00 1.00

Grenning 1.00 1.00

The overall superior performance of ResNet50 over
CNN can be attributed to its ability to mitigate the van-
ishing gradient problem through the use of residual con-
nections. These connections facilitate the flow of gradients
during backpropagation, enabling the model to learn more
efficiently, especially in the case of deep networks. Conse-
quently, ResNet50 demonstrates a higher accuracy across
multiple classes, making it a more effective choice for the

given task compared to the standalone CNN model.
The results also highlight a significant difference between the CNN and ResNet50 models in terms of

training time. The CNN model converged more quickly, with a training time of 53.3754 seconds, while
the ResNet50 model required 1139.9025 seconds for training. Despite this time difference, ResNet50
showed superior performance compared to CNN. This observation underscores ResNet50’s ability to
achieve higher accuracy, even though it required a longer training time.

5. Conclusion

In summary, this article sheds light on the critical challenges facing agriculture due to environmental
crises and dwindling water resources, focusing specifically on the importance and vulnerability of or-
anges. It introduces an innovative approach that combines deep learning techniques like Convolutional
Neural Networks (CNNs) with transfer learning (TL) and the use of combined L1 and L2 regular-
ization to enhance the accuracy of disease classification in orange crops, even when data is limited.
This fusion of methodologies offers a robust tool for effectively managing diseases in water-scarce re-
gions, potentially revolutionizing disease detection and contributing to sustainable citrus cultivation
practices.

The practical implications and future directions in Agricultural Informatics are poised to reshape
the agriculture sector. The adoption of informatics solutions is yielding tangible benefits such as
optimized operations, reduced resource wastage, and improved crop yields. Precision agriculture,
combined with advanced regularization techniques, enhances both productivity and environmental
sustainability. Early disease detection and data-driven management curb crop losses and minimize
reliance on chemicals. Digitized market access and data-driven decision-making empower farmers and
reduce intermediary costs. Looking ahead, advanced AI, machine learning, IoT, and blockchain will
drive further innovation, fostering resilient, sustainable, and globally connected agriculture.
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Кероване даними поєднання глибокого навчання та трансферного
навчання для класифiкацiї помаранчевої хвороби
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У сiльському господарствi раннє виявлення хвороб сiльськогосподарських культур
є обов’язковим для сталого розвитку та максимiзацiї врожайностi. Наш iнновацiй-
ний пiдхiд, заснований на Agriculture 4.0, поєднує попередньо пiдготовленi моделi
згорткових нейронних мереж (CNN) iз розв’язками на основi даних для вирiшення
глобальних проблем, пов’язаних iз дефiцитом води. Iнтегруючи комбiновану технiку
регулярiзацiї L1/L2 до шарiв нашої моделi, покращуємо їхню гнучкiсть, зменшую-
чи ризик ефекту перенавчання моделi. У наборi помаранчевих даних, який викори-
стовувався в наших експериментах, маємо 1790 зображень помаранчевого кольору,
включаючи клас свiжих помаранч i три категорiї захворювань. Застосовуючи цей
набiр даних для класифiкацiї, наша модель демонструє помiтну ефективнiсть, а саме
92.17% для CNN та 97.28% для моделi ResNet-50. Оцiнюючи такi показники, як точ-
нiсть, достовiрнiсть, повнота, показник F1, матриця невiдповiдностей та перехресна
затвердження, наш пiдхiд перевершує традицiйнi класифiкатори, суттєво сприяючи
стiйкостi iнтелектуального сiльського господарства та глобальної продовольчої про-
мисловостi в умовах зростаючого тиску дефiциту води.

Ключовi слова: багатокласова класифiкацiя; помаранчева хвороба; дефiцит води;
Agriculture 4.0; керований даними; глибоке навчання; згортковi нейроннi мережi;
трансферне навчання; ResNet-50.
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