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Tamazight, Berber, and Amazigh are the multiple names for the same language. It covers a
great geographical area including the north of Africa, Sahara Sahel. It is spread principally
in Morocco, Algeria, Tunisia, and Mali. In terms of natural language processing, it is
considered a low-resource language. This paper presents multiple applications of different
machine learning algorithms for part-of-speech tagging Amazigh for the first time. Those
algorithms include trigrams ‘n’ tags (TnT), Brill tagging, hidden Markov model (HMM),
Unigram, Bigram, Unigram + Bigram,and conditional random fields (CRF). Also, we
present a part-of-speech tagger using CRF with our function of extracting features from the
Amazigh language. The importance of finding a performant POS tagger for the Amazigh
is to enrich its corpus, which is a main step for other NLP applications. In this research,
we used 60000 tokens of annotated Amazigh corpus with 28 tags, and we realized the
necessary processing step on it to be in an adequate form for feeding each model. A
detailed comparison of the performance results is presented to establish the best one and
the results show that our application of CRF model outperforms other techniques.
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1. Introduction

Natural language processing (NLP) is the field that uses the computer science applications in language.
NLP aims to find the most accurate machine learning models that can simulate human capacities of
talking and understanding natural language like English, Arab, Amazigh, etc. Nowadays, NLP has
become the center of research in multiples language and has multiple subfields starting from basic tools
like part-of-speech tagging and named entity recognition to sophisticated applications like sentiment
analysis and translation etc.

In this paper, we present multiple Amazigh tagging models including models that have not been
applied to Amazigh yet, such as Trigrams-n-tags (TnT) [1], n-gram, as well as combining some models
to seek the better performance, including conditional random fields (CRF) [2], Brill’s tagging [3] and
hidden Markov model (HMM) [4]. Part-of-speech tagging (POS tagging) is the first primary step for
all NLP applications. It aims to attribute each word in a sentence or text, via a machine learning
model, to its corresponding part of speech.

Table 1. Example of an annotated sentence.

Word Tag Description

Mom NN Noun
loves VB Verb
her PPZ Possessive pronoun
son NN Noun

First POS tagging systems were rule-based, which
means that they used the characteristics and the gram-
mar rules to tag the text [3]. Then, with the growth of
big data, statistical and probabilistic POS tagging models
become more attractive [1, 5]. Moreover, there are tech-
nics that combine the two approaches to profit from the
best performance of each [5]. In NLP problems, the pro-
cess begins with a dataset or corpus, and it depends on the problem we are going to solve. In POS
tagging, the dataset is an annotated text or sentences where each word is labeled with its appropriate
grammatical class. Those grammatical classes are organized in a list of tag-set which depends on the
language. For example, in Table 1, the word “mom” is tagged with “NN”, which means “a common
noun”.

c© 2024 Lviv Polytechnic National University 741



742 Amri S., Bani R., Zenkouar L., Guennoun Z.

The Amazigh language, known as Tamazight and Berber, is a branch of the family language called
Afro-Asiatic (called Hamito-Semitic) [6,7]. It is spread in North Africa that includes the Sahara (from
Niger to the Mediterranean, the Canary Isles). With the intention of establishing a writing system
and make it standard, the Tifinagh-version IRCAM, which is a graphical system, was initiated to write
the Amazigh language of Morocco. The Tifinaghe-IRCAM is a system that has multiple letters: 27
consonants, two semi-consonants, 4 vowels.

There are several syntactic classes of the Amazigh language and most of them are Nouns which is
a lexical unit that is a result of combining a root according to a certain pattern. Nouns have either
simple forme like (‘asif’, the river), or compound form (‘butaghat’, the goat owner), or even a derived
form (‘ighimi’, the stay). Like other languages, Amazigh has two genders: masculine and feminine, and
they could be singular or plural. Nouns in the Amazigh language have two cases: free and construct.
As for Verbs, in Amazigh, it could be basic or derived verbs. Verb in basic form is formed by a root
and a radical. In the case of the derived form,it has a basic form combined with one of the following
prefixes morphemes: ‘s’/‘ss’ for the factitive form, ‘tt’ indicating the passive form, and ‘m’/‘mm’ for
the reciprocal form. In the conjugation of Amazigh Verbs, there are four aspects: perfect aspect,
negative perfect aspect, aorist aspect, and imperfective aspect. Finally,we consider Particle, which is
a functional word that can not designate verbs or nouns. Particles include pronouns, conjunctions,
aspectual, orientation, prepositions, negative particles, adverbs and subordinates. Generally, particles
are the word not inflected, except for the possessive and demonstrative pronouns (this (mas.),‘wa’,
‘win’ these (mas.)). For more information about Amazigh grammar see [25].

In this work, we present new applications of machine learning algorithms for part-of-speech tagging
the Amazigh language which are TnT [1], n-gram, hidden Markov model (HMM) [4], Brill’tagger [3]
and CRF [2]. To find the best performance model, we have made a detailed comparison of the results
of those machine learning models. For this experimentation, we used the existing Amazigh corpus [8].
The rest of this paper is organized as follows: section 2 presents the related works on POS tagging
Amazigh; section 3 describes the machines learning approaches; section 4 describes the methodology of
POS tagging Amazigh; section 5 presents the results; section 6 shows the conclusion and perspectives.

2. Related works

POS tagging is an essential step in natural language processing of any language. The first research in
this field was based on classical machine learning approaches. In English, early tagging is based on
HMM [9] and [10], where the bidirectionality was added to achieve 97%. With the application of SVM
classification algorithm in NLP, other taggers based on this model have appeared in work [11] and [12]
with accuracy of 97%. Before that, the statistical tagger TnT [1] reached 96.7% of accuracy. Same
in other known languages, the accuracy reaches more than 97% using those classical machine learning
approaches. Using CRF, in [13] they reached 97% in French POS tagging.

On the other hand, the low-resource language, knows an augmentation on natural language pro-
cessing works and POS is not an exception. In the Indian language, especially the Maithili language,
[14] describes a CRF based tagger with accuracy of 85.88%. In [15], they developed a SVM-based
tagger for Malayalam language reaching 94%. As for Urdu, multiple works have been done on POS
tagging such as [16], where they use n-gram model with an accuracy of 95%. Also, [17] tested different
machine learning models (SVM, TnT, TreeTagger, RF-tagger) with the best accuracy of 95.66% with
SVM.

For the Amazigh language, we note the fact that it is a very low-resources language and the interest
of developing its natural language processing is quite new (from 2011), and especially in POS tagging
the Amazigh. With the corpus of 60k tokens [8], they realized different part-of-speech tagging models
such as SVM, CRF, Tree-Tagger [19] with the best accuracy of 89.26% for TreeTagger [18]. The HMM
model and the decision tree have been tested on Amazigh POS tagging in [20] with 80% accuracy. As
well as finding the best performance model, the combination of three tagging systems (SVM, CRF,
TreeTagger) which called Combitagger [21] has been test achieving 89% of tagging accuracy [22].
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3. Methodology

In this section, we present the different machine learning models that we used in our experimentation
on Amazigh part-of-speech tagging to find the most accurate.

3.1. Hidden Markov model

Starting from a sequence of words (sentence), the objective is to find the most probable sequence of
tags for this sentence. HMM tagger aims to find the sequence of tags that maximize the probability:

p(word | tag)× p(tag |previous tags).

HMM [23] is characterized by tagging a sequence rather than one single word. Starting from a sequence
of words = w1, w2, . . . , wn, we want to find the tags = t1, t2, . . . , tn that maximize p(tags |words) which
is p(tags)× p(words | tags) by applying byes law. And using Markov [24] assumption,

p(tags |words) = p(t1) p(t− 2 | t1)

n
∏

i=3

p(ti | ti−1)

( n
∏

i=1

p(wi | ti)

)

.

3.2. N-gram model

In this section, we work with the trigram and bigram models, the probability p(t1, t2, . . . , tn) of the
apparition of this sequence t1, t2, . . . , tn is given in these equations:
– For the trigram model:

p(t1, t2, . . . , tn) =
n
∏

i=1

q(ti | ti−2ti−1),

– For the bigram model:

p(t1, t2, . . . , tn) =
n
∏

i=1

q(ti | ti−2).

Using the probability estimation

q(ti | ti−2, ti−1)) =
c(ti−2, ti−1, ti)

c(ti−2, ti−1)
,

q(ti | ti−1) =
c(ti−1, ti)

c(ti−1)
,

where c(ti−2, ti−1, ti) is the number of times the trigram ti−2, ti−1, ti has been seen in the training
corpus, and c(ti−2, ti−1) is the number of times the bigram ti−2, ti−1 has been seen in the training
corpus, and c(ti−1, ti) is the number of times the bigram ti−1, ti has been seen in the training corpus,
and c(ti−1) is the number of times the unigram ti−1 has been seen in the training corpus.

3.3. Conditional random fields (CRF)

xi-1 xi+1xi

yi-1 yi+1yi

Fig. 1. Graphical structure of chained struc-
tured conditional random fields.

Conditional random fields (CRF) is a framework devel-
oped by Lafferty [2] to build probabilistic models for seg-
menting and tagging a sequence of data. CRF has multiple
advantages compared to Hidden Markov Model and does
not assume the total independence of probability distri-
bution. HMMs are generative models, which means that
they compute a joint probability of both observation and
POS tag. This requires the calculation of all possible ob-
servation sequences, which is not a simple task. Thus, the
interest of using a conditional model instead. Conditional model aims to compute the probability of a
possible tag given a certain observation. Figure 1 presents a graphical representation of CRF structure.
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Let X = X1,X2, . . . ,Xn be a sequence of words or tokens and Y = Y1, Y2, . . . , Yn be a sequence of
part-of-speech tags. The joint distribution of Y given X is

pθ(Y |X) ∝ exp

(

∑

e∈E,k

λkfk(e, y | e, x) +
∑

v∈V,k

µkgk(v, y | v, x)

)

,

where g = (V = 1, 2, . . . ,m,E = (i, i+ 1)) is a chain, y | s is a set of the components of y associated
with the vertices in subgraph S. The features fk and gk are assumed to be given and fixed. The
problem to resolve is the estimation of parameters θ = (λ1, λ2, . . . ;µ1, µ2, . . .) from the dataset of

training ℘ =
{

(x(i), y(i))
}N

i=1
characterized with empirical distribution p̂(x, y). The log-likelihood

objective function is given as follow:

T (θ) =
N
∑

i=1

log pθ
(

y(i) |x(i)
)

∝
∑

x,y

p̂(x, y) log pθ(x | y).

Although it encloses the HMM, CRF model is more expressive because it takes into consideration
arbitrary dependencies in the sequence of observations. Also, the model can perform well even with
less training data. The training of the data is done using the convexity of the loss function. To simplify
some expressions, two states were created, the start state Y0 = start and the stop state Y(n+1) = stop.
The conditional probability of sequence of tags is computed using a matrix form. For each position i

of an observation sequence x, we define ℘×℘ a matrix of random variable Mi(x) = [Mi(y
′, y |x)] with

Mi(y
′, y |x) = exp

(

ψi(y
′, y |x)

)

,

where ψi(y
′, y |x) =

∑

k λkfk(ei, y | ei = (y′, y), x) +
∑

k µkgk(vi, y | vi = y, x), ei is the edge (Yi−1, Yi)
and vi is the vertex Yi. Finally, the conditional probability of a sequence of tags y is given by

pθ(y |x) =

∏n+1
i=1 Mi(yi−1, yi |x)

Zθ(x)
,

where ZΘ(x) is the normalization or partition function of (start, stop):

Zθ(x) =

( n+1
∏

i=1

Mi(x)

)

start,stop

,

y0 = start, yn+1 = stop.

Parameters estimation in CRF. Given a data training data T =
{

X(i), Y (i)
}N

i=1
, where each

X(i) =
{

x
(i)
1 , x

(i)
2 , . . . , x

(i)
T

}

is a sequence of inputs and Y (i) =
{

y
(i)
1 , y

(i)
2 , . . . , y

(i)
T

}

is the corresponding
prediction. To find the best estimation of parameter θ that maximize the log-likelihood of the training
data:

ℓ(θ) =
N
∑

i=1

log p
(

y(i) |x(i)
)

using the CRF probability expression:

ℓ(θ) =

N
∑

i=1

T
∑

t=1

K
∑

k=1

θkfk
(

y
(i)
t , y

(i)
t−1, x

(i)
t

)

−

N
∑

i=1

logZ
(

x(i)
)

.

When there is a great number of parameters like hundreds of thousands, we use a penalty regular-
ization to avoid overfitting. We choose the Euclidean norm of θ

ℓ(θ) =

N
∑

i=1

T
∑

t=1

K
∑

k=1

θkfk
(

y
(i)
t , y

(i)
t−1, x

(i)
t

)

−

N
∑

i=1

logZ
(

x(i)
)

−

K
∑

i=1

θ2k
2σ2

,

Z(x(i)) =
∑

y(i)

T
∏

t=1

exp

( K
∑

k=1

θkfk
(

y
(i)
t , y

(i)
t−1, x

(i)
t

)

)

,

σ2 is a free parameter that plays the role of determining how much of large weights to penalize.
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Using partial derivative to find the parameters optimization.

dℓ

dθk
=

N
∑

i=1

T
∑

t=1

θkfk
(

y
(i)
t , y

(i)
t−1, x

(i)
t

)

−
N
∑

i=1

T
∑

t=1

∑

y,y′

fk
(

y, y′, x− t(i)
)

p
(

y, y′ |x(i)
)

−
θk

σ2
.

3.4. Transformation-based tagging (Brill tagger)

Brill’s tagger is based on rules or transformation, as he defines them, in which the grammar rules
are induced from the training dataset without human intervention or linguist expertise. It is a sort
of hybrid approach because the tagger uses the statistical techniques first to understand information
from the training and then programs an algorithm that learns rules to reduce the statistical errors. It
is called transformation-based-error-driven learning because it learns by detecting errors. The learning
begins with assigning an initial annotation to a text, this annotation is compared with the true hand
annotated text to induce the rules to improve the annotation. Each rule includes two parts, a condition
or trigger and a resulting tag.

3.5. Trigrams ‘n’ Tags (TnT)

Trigrams ‘n’ Tags (abbreviation TnT) [1] is a statistical part-of-speech tagger that can be trainable
on multiple languages with a tag set. The TnT is based on second-order Markovian using states as
POS tags and outputs as words. The model aims to calculate the sequence of tags t1, t2, . . . , tT that
maximizes the probability for a certain sequence of tokens w1, w2, . . . , wT :

( T
∏

i=1

P (ti | ti−1, ti−2)p(wi | ti)

)

P (tT+1 | tT )

with t−1, t0 are the markers of “beginning sequence” and tT+1 is marker of “the end sequence”. To
estimate the probabilities of the transition and the outputs, a tagged corpus is used based on the
maximum likely probabilities p̂:
• Unigram:

P̂ (t3) =
c(t3)

N
,

• Bigram:

P̂ (t3 | t2) =
c(t2, t3)

c(t2)
,

• Trigram:

P̂ (t3 | t2, t1) =
c(t1, t2, t3)

c(t1, t2)
,

• Lexical characteristics:

P̂ (w3 | t3) =
c(w3, t3)

t3
.

Smoothing. In the case of the trigram model, the probability could be zero because of there
are not sufficient trigram instance to estimate the probability in reliable way. Thus, the interest of
employing smoothing technics. TnT applies linear interpolation on Unigrams and Bigrams and also
Trigrams to estimate the probability of the trigram:

P (t3 | t2, t1) = µ1P̂ (t3) + µ2P̂ (t3 | t2) + µ3P̂ (t3 | t2, t1),

P̂ represents maximum likelihood and P represent the probability of distribution and µ1+µ2+µ3 = 1.
The value of µ1, µ2 and µ3 are defined using the suppression of the interpolation. This is done by
removing consecutively the trigrams from the training dataset and computes best values of µs from
the existing n-gram in the dataset. Knowing unigram, bigram, and trigram frequency, we can define
efficiently the weights by time linear processing of the number of trigrams.

Unknown words. In inflected language, the best technic to handle the unknown words is the
suffix analysis. The probability of a tag is assigned according to the ending of the word. Using the
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training dataset, the probability of a suffix is extracted from all words that have the same suffix.
The term ‘suffix’ does not designate necessarily the meaning of suffix in linguistic. It can be the last
two, three or more characters. To compute probabilities, the smoothing by chained abstraction is
applied. Starting by computing the probability, t knows the last m characters ci of a n-character word
P (t | cn−m+1, . . . , cn). In a recursive way, the suffix omits characters for i from 0 to m:

P (t | cn−i+1, . . . , cn) =
P̂ (t | cn−i+1, . . . , cn) + θiP (t | cn−i, . . . , cn)

1 + θi
.

The calculation of the maximum likelihood P̂ (t | cn−i+1, . . . , cn) is extracted from the corpus of training:

P̂ (t|cn−i+1, . . . , cn) =
f(t, cn−i+1, . . . , cn)

f(cn−i+1, . . . , cn)
.

To identify the best value with respect to m, the longest value is used, TnT uses the approach
that assumes that it depends on word itself. Thus, use the long suffix that we could find in the
training dataset. It is an empirical choice. As for θi, it is determined without taking in consideration
the context, as in case of µi. In TnT tagger, they choose θi to be the standard deviation of the
unconditioned maximum likelihood probabilities of the tags in dataset of training,

θi =
1

1− l

l
∑

j=1

(

P̂ (tj)− P̄
)2
.

For i from 0 to m, where l is the number of tags in the tagset and

P̄ =
1

s

l
∑

j=1

P̂ (tj).

3.6. Model architecture

In Figure 2, we present the workflow of the process of tagging text in Amazigh. After collecting the
desired text, the system proceeds to transform it into sentences. And each sentence is tokenized into
words. Then, the tokenized sentences are proceeded by the model sentence by sentence to deliver
tagged words in the form of sentences.

text sentences tokenization model
tagged

sentences

Fig. 2. Workflow of the tagging system.

The system architecture presented in Figure 2 is the same used in the machine learning models
proposed in this work except for the CRF model using our function of extracting features. The proposed
models in NLTK such as TnT, Brill, HMM and CRF require a text in form of tagged sentences to train
the model. However, in our CRF model, we propose a special function to extract the special features
of Amazigh texts. This function takes into consideration the characteristics of the Amazigh language
such as non-capitalization and some special particles. The architecture of this approach is presented
in Figure 3.

4. Experiments and results

After presenting the different algorithms that we have used in this research, in this section, we present
different steps in experimenting each model. We start with data preparation by transforming the
available corpus into an adequate format for each model. The dataset and the tag-set used in this
experiment are also presented in this section.
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Amazigh
text

sentences tokenization
features

extraction
CRF model

tagged
sentences

Fig. 3. CRF model with function of extracting features from Amazigh languge.

4.1. Dataset and tagset

The corpus that we used in this research is the one elaborated by [8], it is a 60k tagged tokens in csv
format presented in Table 2. To explore it in our experimentation, we process it in the form of sentences
of tagged word such as: [(word1, tag1), (word2, tag2), . . . , (wordN)] like the common corpus such as
treebank. The tag set that we used in our experimentation is presented in Table 3. The training and
test dataset used in this work are respectively 80% and 20% of the global dataset, which give us 1090
sentences in training datasets and 242 sentences in test dataset.

Table 2. Characteristics of the Amazigh corpus.

Dataset size type number of sentences number of tokens
Monolingual corpus 700 MB Utf-8 3231 60000

Table 3. The Amazigh tag-set.

Tag Designation
NN noun

NNK noun represent kinship
NNP proper noun
VB verb in its base form

VBP participle form of verb
ADJ the adjective
ADV the adverb

C the conjunction
DT the determiner
FOC the focalizer
IN the interjection

NEG particle for negation
VOC the vocative
PRED particle for the predicate
PROR particle for the orientation
PRPR particle precedes verb
PROT other particle
PDEM pronoun, demonstrative

PP pronoun, personal
PPOS pronoun, possessive
INT the interrogative
REL the relative

S the preposition
FW strange word

NUM the numeral
DATE the date
ROT the residual

PUNC the punctuation

Mathematical Modeling and Computing, Vol. 11, No. 3, pp. 741–751 (2024)
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4.2. Experimental results

In this section, we present the results that we obtained using different tagging techniques and combining
some taggers. As for the CRF model, we used a function for extracting features to be fed for the model.
The features considered are the word itself, the three first and last letters. The word is numbered,
and we do the same for the two words before and after. The results of these experiments are raised in
Table 4 and Figure 4 below.

Table 4. Accuracy of different tagging technics for Amazigh language.

Model Recall F1 score Precision Accuracy (%)
Unigram 72.44 78.45 88.41 72.44
Bigram 9.04 16.10 88.2 9.04
Unigram+Bigram 79.30 78.91 81.75 79.3
HMM 39.5 37.2 73.5 39.5
TnT 72.96 79.21 89.18 72.86
Brill 80.36 79.74 82.5 80.36
CRFsuite NLTK 82.18 81.67 81.9 82.18
CRFsuite with our function of features extraction 87.5 87.1 87.2 87.46

As shown in Table 4 and Figure 4, the performance of some statistical taggers is not suitable
for the Amazigh subtypes such as Bigram (with just 9% of accuracy) and HMM (with just 39% of
accuracy). Brill’s tagger shows good results with 80.36% accuracy compared to TnT which has 72.86%
of accuracy, with an approximative results with Unigram+Bigram that has 79.3%. CRFsuite NLTK
has greater results (82.18% accuracy), however, our CRFsuite model with our function of extraction
features outperforms it with 87.46%.

Fig. 4. Performances of the different tagging systems for Amazigh language.

To highlight the effect of the size of the available dataset on the performance of the tagging, we
realize multiple experiments on tagging systems using different sizes of datasets. The accuracy of each
system is presented in Table 5 and Figure 5. As we can see in Table 4 and Figure 5, the size of the
dataset influences the performance of the tagging system, the increase of its size drives to the increase
in the accuracy of all taggers. In CRFsuites, in the 20000 tokens dataset the accuracy is 82.3%. In the
40000 tokens dataset, the accuracy is 84.2%. And finally, in the dataset of 60000 tokens, the accuracy
is 87.5%.
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Table 5. Accuracy of the taggers on different sizes of dataset (%).

Model 20000 tokens 40000 tokens 60000 tokens
Unigram 63.13 66.2 72.4
Bigram 5.14 7.19 9.04
Unigram+Bigram 74.4 76 79.3
HMM 33.8 34.6 39.5
TnT tagger 65.9 66.2 72.86
Brill 74.3 76.3 80.36
CRFsuite NLTK 77.8 78.2 82.18
CRFsuite with our function of features extraction 82.3 84.2 87.5

Fig. 5. The accuracy of the studied taggers on different sizes of dataset.

4.3. Baseline comparison

To evaluate our work in comparison with other researches in Amazigh language tagging, we present, in
Table 6 below, a comparison of our results with the existing researches in this field. The used corpus
in those works is the same that we used. The comparison to find the best accurate tagger is based on
global accuracy.

As we can see in Table 6, our proposed work‘s performance on Amazigh POS tagging, using machine
learning, is competitive with the existent ones. Moreover, our proposed CRF model with our function
of extracting features performs better than the one proposed in [18], however the using of Combitagger
offers the best results achieving 89%.

Table 6. Accuracy of the taggers on different sizes of dataset (%).

Model Results(%)
Existent works Tree-tagger [18] 87.2

CRF [18] 86.7
SVM [18] 86.4

Combitagger [22] 89
Our work in this paper CRFsuit NLTK 82.18

Brill 80.36
CRFsuite with our feature function 87.5
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5. Conclusion

In this paper, we experimented with the part-of-speech tagging of the Amazigh language using different
machine learning techniques to study the performances of each technique. The results show that some
techniques perform better than others, however, the size of the dataset is an important parameter in
any model. We also presented an application of the CRF model using our special function of extracting
Amazigh features and the results outperform the existing CRF tagger. We must insist on the fact that
the performance of the classical machine learning tagging in the Amazigh language is far more than
those of other rich languages. So, as a perspective, in the future, we will investigate other machine
learning techniques, especially the deep learning models, for POS tagging the Amazigh language to try
to find the best accuracy.
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Удосконалення амазигського POS-тегування за допомогою
машинного навчання

Амрi С.1, Банi Р.2, Зенкоуар Л.2, Гуеннун З.2

1Школа ENSAM, Унiверситет Мулая Iсмаїла, Мекнес, Марокко
2ERSC, Школа EMI, Унiверситет Мохаммеда V, Рабат, Марокко

Тамазайтська, берберська, амазигська — це декiлька назв для однiєї мови, яка охо-
плює велику географiчну територiю, включаючи пiвнiч Африки, Сахару–Сахель. По-
ширена переважно в Марокко, Алжирi, Тунiсi, Малi. З точки зору обробки природної
мови, вона вважається мовою з низьким ресурсом. У цiй статтi вперше подано чис-
леннi приклади застосування рiзних алгоритмiв машинного навчання для тегування
частин мови амазигiв. Цi алгоритми включають триграми ‘n’ тегiв (TnT), тегування
Брiлла, приховану модель Маркова (HMM), унiграму, бiграму, унiграму + бiграму,
умовнi випадковi поля (CRF). Крiм того, представлено можливiсть подання тегеру
частини мови за допомогою CRF iз нашою функцiєю завантаження ознак амазигської
мови. Важливiсть пошуку ефективного POS-тегера для амазигської мови полягає в
збагаченнi його корпусу, i це головний крок для iнших додаткiв NLP. У цьому дослiд-
женнi використали 60000 токенiв анотованого корпусу амазигської мови iз 28 тегами
i реалiзували необхiдний етап обробки, щоб вiн був у адекватнiй формi для подачi
кожної моделi. Подано детальне порiвняння результатiв продуктивностi, щоб визна-
чити найкращий пiдхiд, i результати показують, що наше застосування моделi CRF
перевершує iншi методи.

Ключовi слова: POS тегування; NLP; амазигська мова; машинне навчання.

Mathematical Modeling and Computing, Vol. 11, No. 3, pp. 741–751 (2024)


