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A Question Generation System (QGS) is a sophisticated piece of AI technology designed
to automatically generate questions from a given text, document, or context. Recently,
this technology has gained significant attention in various fields, including education, and
content creation. As AI continues to evolve, these systems are likely to become even more
advanced and viewed as an inherent part of any modern e-learning or knowledge assessment
system. In this research paper, we showcase the effectiveness of leveraging pre-trained
checkpoints for Arabic questions generation. We propose a Transformer-based sequence-to-
sequence model that seamlessly integrates with publicly accessible pre-trained AraBERT
checkpoints. Our study focuses on evaluating the advantages of initializing our model,
encompassing both the encoder and decoder, with these checkpoints. As resources for
Arabic language are still limited and the publicly datasets for question generation systems
in Arabic are not available, we collected our dataset for this task from various existing
question answering, we used this latter to train and test our model. The experimental
results show that our model yields performance was able to outperform existing Arabic
question generation models in terms of the BLEU and METEOR scores,by achieving 20.29
as BLEU score and 30.73 for METEOR. Finally, we assessed the capability of our model
to generate contextually relevant questions.
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1. Introduction

Automatic question generation (AQG) refers to the process of using artificial intelligence (AI) and
natural language processing (NLP) [1] techniques to generate questions from given texts, documents,
or contexts without human intervention. This technology has found applications in various domains,
including education, content creation and assessment. AQG systems aim to create relevant and coher-
ent questions that can be used for quizzes, exams, content enrichment, enabling Chatbot to conduct
a conversation [2], and more. They have the potential to save time, improve learning experiences,
and enhance assessment processes. However, such systems are still under development and have the
potential to revolutionize teaching and learning methods.

In the early stages of AQG research, studies focused on rule-based methods for generating questions.
These approaches involved the manual formulation of grammatical rules and templates for question
generation. While effective to some extent, they often struggled with handling the linguistic complex-
ity [3–6]. Then, with the advent of machine learning and neural networks, researchers began to explore
data-driven AQG methods. These approaches leveraged large corpora of text to train models capable
of generating questions automatically. Some studies utilized sequence-to-sequence models, such as
Recurrent Neural Networks (RNNs) [7, 8] and Transformer-based models [9, 10].

AQG is an important and ongoing area of research in natural language processing (NLP). It entails
the generation of diverse question types, including interrogative, correctness/incorrectness, open-ended,
fill-in-the-blank, and multiple-choice questions, based on input text, optionally accompanied by an
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answer. Notably, this task is more extensively explored in English compared to Arabic [11]. This can
be explained by the lack of data and corpora in Arabic and the recent interest for tackling various
natural language processing challenges related to this low-resource language.

In this research, we investigate an Arabic question generation system that operates on the principle
of crafting questions with predefined answers, utilizing the capabilities of transfer learning from a finely
tuned transformer model. Our study aims to demonstrate how a pre-trained transformer model, once
fine-tuned, can proficiently produce questions that are both contextually fitting and logically coherent.

The remainder of this article follows this organization: Section 2 delves into the previous works
of question generation, Section 3 outlines our novel question generation techniques, Section 4 provides
a comprehensive breakdown of the implementations of these methods, Section 5 thoroughly examines
and discusses the achieved results. Lastly, the concluding section serves as a comprehensive summary
of our work and offers insights into future directions.

2. Related works

Question Generation System (QGS) has gained increasing attention in recent years, reflecting the
broader interest in natural language processing and educational technology. Researchers and devel-
opers have explored various approaches and techniques to tackle the challenges specific to generating
questions in different language. In this section, we review some of the notable works in the field of
Arabic question generation.

The authors [12] implemented of a rule-based question generation system for Arabic text. This
system employed a rule-based methodology to create questions, and the data source for this endeavor
was the Arabic Language Book for the Fifth Standard in Yemen. The authors’ approach involved
several steps, including the removal of stop words and punctuation marks from the text. Furthermore,
the paragraphs within the text were segmented using a two-step process, first at the sentence level and
then at the word level. To ensure grammatical and linguistic accuracy, the authors developed Named
Entity Recognition (NER) tagging and Part-of-Speech (POS) tagging components. In the process
of question generation, special attention was given to nouns, particularly focusing on using them to
construct wh-questions from the Arabic text.

In the study referenced as [13], the authors introduced an Arabic Question Generation (AQG)
system designed to automatically create fill-in-the-blanks questions based on Arabic text. The system
comprises four distinct stages: preprocessing, text processing, question generation, and post-processing.
This system proves highly beneficial for educators as it offers a user-friendly graphical interface for
generating a test using a set of questions.

The researchers in [5] have developed a new way to automatically generate questions in Arabic.
This method can be used to create questions for the QUIZZITO platform, which is a platform for
children’s education. The method is flexible and can be used to generate a variety of different types
of questions. It also takes into account the semantic role of the words in the question, which helps to
ensure that the questions are meaningful and accurate. They created a set of rules that can be used to
generate questions from text. These rules are based on the REGEX language [14], which is a language
that is used to define patterns in text

The authors of paper [7] used two different Seq2Seq models, which are a type of neural recurrent
network. They also explored several different types of attention mechanisms, which are a technique
that can help neural networks to focus on the most important parts of an input sequence. They trained
and tested their models on the ARCD dataset, which is a dataset of Arabic reading comprehension
questions and answers. Their experimental results show that their models are able to generate relevant
questions in the Arabic language.

In [10], the authors introduced an Automatic Arabic Question Generation (AAQG) model founded
on the Transformer architecture. This model possesses the capability to generate numerous interrog-
ative questions from educational content contained within a single document, regardless of its length.
The architecture of this model consists of two key components: the first component serves as a funda-
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mental question generation model, forming the core of Arabic automatic question generation, and the
second component is specifically designed to overcome the limitations of the basic model and facilitate
the generation of multiple questions from lengthy texts. It achieves this by extracting pivotal sentences
from the text, which are then employed as inputs to the foundational model.

The researchers in paper [15] introduced ARGEN, a large language model for Arabic that can
perform seven important tasks, including question generation. The authors train three powerful T5-
style models on Modern Standard Arabic (MSA) and a variety of Arabic dialects, and evaluate them
on the ARGEN benchmark.

In contrast to the various related studies mentioned earlier, there have been relatively limited
efforts dedicated to addressing this particular challenge within the context of the Arabic language.
Furthermore, the approach introduced by [10] lacks an answer-guided mechanism, as it does not exert
control over the type of question generated based on a provided passage. This paper aims to fill
this gap by developing an Arabic Question Generation System (AQGS) that leverages a pre-trained
Transformer sequence-to-sequence model, incorporating both a source passage and a target answer to
enhance question generation.

3. Proposed model

In this work, we develop an approach for Arabic question generation, which outperforms previous
methods in terms of both potency and adaptability. This approach does not require any human
intervention, and it can generate questions from any type of text input, which could have a number of
potential benefits for education and knowledge assessment.

The proposed model is based on the Transformer BERT architecture, a cutting edge machine
learning model renowned for its prowess in handling natural language processing tasks. This model is
able to grasp extensive textual relationships, which is essential for generating coherent and meaningful
questions.

We present our Arabic question generation architecture, which consists of three main components:
1) A pre-processing module, 2) A question generation module, and 3) A post-processing module. The
system’s configuration is shown in Figure 1.

Fig. 1. The architecture of the proposed model by including checkpoints
from BERT for Arabic questions generation.

3.1. Preprocessing module

The pre-processing data step is the process of preparing the input text for our model. This step helps
the model to better understand the meaning of the input text and to generate more relevant and
informative questions.

Although, we found specialized datasets like ARGENQG [15] but are not publicly available. Thus,
due to the lack of datasets for Arabic Question generation systems, we utilized several datasets, includ-
ing the Arabic Stanford Question Answering Dataset (Arabic-SQuAD), Arabic Reading Comprehension
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Data (ARCD) [16], MultiLingual Question Answering (MLQA) [17], and Typologically Diverse Ques-
tion Answering (TYDIQA) [18], as the basis for creating our custom dataset, referred to as ARabic
Question Generation Data (ARQGData), Figure 2 shows an excerpt from our dataset. This dataset
underwent a series of pre-processing steps, including text cleaning, normalization, stop word removal
solely from passages, and the addition of special tokens [BOA] and [EOA] to delimit each answer
within the passage.

Fig. 2. Excerpt from our dataset ARQGData.

3.2. Question generation module

We describe our architecture for Arabic question generation which uses the Transformer model to con-
vert one sequence (the passage) into another (the question). This transformation process encompasses
the utilization of both an encoder and a decoder. At the core of this module lies the Transformer
model, which takes as input the passage containing the Arabic answer delimiter Xp

1:n and produces an
output question Y 1:t that is contextually linked to the answer within the passage. Where:

X
p
1:n =

(

x
p
1
; . . . ;x〈BOA〉;xa1; . . . ;xam;x〈EOA〉; . . . ;xpn

)

, (1)

Y 1:t = (y1; . . . ; yt). (2)

To generate an accurate Arabic question, the model tries to find the best question having height
conditional likelihood.

Our architecture, based on Transformer encoder decoder models [19], both assembled using collec-
tions of residual attention units. The pivotal advancement of these models lies in the capability of these
residual attention blocks to handle variable-length input sequences Xp

1:n without relying on a recurrent
structure. This unique trait eliminates the need for a repeating structure, making transformer based
on encoder–decoder models greatly parallelized. When addressing a Seq2Seq problem, the primary
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goal is to establish a mapping between an input sequence X
p
1:n and an output sequence Y 1:t, where

the output length might vary. Let us delve into how transformer built on encoder and decoder models
are utilized to achieve this linkage. These models establish a conditional probability of target vectors
Y 1:t based on an input sequence X

p
1:n:

pθenc,θdec
(

Y 1:t|X
p
1:n

)

. (3)

We elaborate in the following section the functionalities of both the encoder and the decoder within
this architecture.

* Encoder: The encoder of transformer-based processes the input sequence X
p
1:n, transforming it

into a sequence of hidden states X
p

1:n, thereby establishing a defined mapping [20]:

fθenc : Xp
1:n → X

p

1:n. (4)

Upon closer examination of the architecture, the transformer-based encoder comprises a series of
stacked residual encoder blocks. Every encoder block contains two sub-layers: the first being a
multi-head self-attention mechanism, and the second, a straightforward position-wise fully con-
nected feed-forward network. Within each sub-layer, we use a residual connection [21] followed by
layer normalization [22]. This involves applying LayerNorm(x+ Sublayer(x)) to the output of each
sub-layer, where Sublayer(x) represents the function executed by the sub-layer itself [19].

* Decoder: The decoder component models the conditional probability distribution of the target
vector sequence Y 1:t, considering the sequence of encoded hidden states X

p

1:n,

pθdec
(

Y 1:n|X
p

1:n

)

. (5)

Applying Bayes’ rule allows decomposed this distribution into a product of conditional probability
distributions. To be specific, it encompasses the conditional probability distribution of the target
vector yi, given the encoded hidden states Xp, and all previous target vectors Y0:i−1,

pθdec
(

Y 1:n|X
p

1:n

)

=

n
∏

i=1

pθdec
(

yi|Y 0:i−1,X
p

1:n

)

. (6)

The transformer-based decoder transforms the sequence of encoded hidden states X
p

1:n along with
all previous target vectors Y 0:i−1 into the logit vector Ii. Subsequently, this logit vector Ii undergoes
a Softmax function to establish the conditional distribution pθdec

(

yi|Y 0:i−1,X
p

1:n

)

. At this stage,
it becomes feasible to auto-regressively generate the output, thereby defining a mapping from an
input sequence X

p
1:n to an output sequence Y 1:t during the inference process.

The decoder is likewise constructed with an equivalent number of blocks as the encoder. In the
decoder, apart from the two sub-layers within each layer, there is an additional third sub-layer.
This specific sub-layer conducts multi-head attention over the encoder stack’s output. Similar to
the encoder’s setup, we incorporate residual connections surrounding each sub-layer, followed by
layer normalization. Additionally, we make alterations in the uni-directional self-attention sub-layer
within the decoder stack to prevent positions from attending to subsequent ones. This masking,
along with the offset of output embeddings by one position, guarantees that predictions for position
i solely rely on the known outputs at positions less than i [19].

Models like BERT, which are autoencoding models, share an identical architecture with the trans-
former models based on encoder. Models based on autoencoding [20] utilize this structure for ex-
tensive self-supervised pre-training on open-domain textual data, enabling them to convert any word
sequence into a comprehensive bidirectional representation. The study conducted by [23] showcased
that a pre-trained BERT model, augmented with a single task-specific classification layer, could attain
cutting-edge performance across eleven natural language processing (NLP) tasks. We undertook the
task of re-implementing from scratch the shared BERT-base encoder–decoder architecture as described
in [24]. This re-implementation serves as our foundational model, depicted in Figure 1. This model is
an encoder–decoder model built upon the architecture of BERT. Whereby, the parameters between the
encoder and decoder are shared, significantly reducing the model’s memory requirements, with only
136 million parameters compared to the original 221 million parameters.
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3.3. Post-processing module

To evaluate and analyze the results of our experiment, we implemented a post-processing module aimed
at enhancing the quality of the generated questions through:

- Eliminating redundant spaces, including spaces between words, spaces preceding and following
punctuation marks, and consecutive multiple spaces.

- Eliminating words that appear after a question mark in the generated text.
- Appending a question mark to generated questions that do not conclude with one.

3.4. Metrics and evaluation

The most popular metrics used to evaluate the quality of natural language generation (NLG) systems
are BLEU [25], METEOR [26], and ROUGE [27]. These metrics work by calculating the n-gram
overlap between the reference sentence and the generated sentence. An n-gram is a sequence of n

consecutive words in a sentence. In other words, these metrics compare the generated sentence to
the reference sentence by counting the number of n-grams that they have in common. The higher the
n-gram overlap, the higher the score, and the better the quality of the generated sentence is assumed to
be. However, there are some limitations to these metrics. For example, they do not take into account
the meaning of the words in the sentence, or the grammatical correctness of the sentence. This means
that it is possible for a generated sentence to receive a high score even if it is not very meaningful
or grammatically correct. Despite their limitations, BLEU, METEOR, and ROUGE are still widely
used to evaluate the quality of NLG systems. This is because they are relatively easy to compute and
interpret, and sound to correlate well with human judgments of NLG quality in some cases.

4. Experiment

To evaluate the performance of our question generation model, we conducted our experiment on the
ARQGData dataset. We first describe the used corpus then we provide details on the model imple-
mentation and the experiment settings.

4.1. Dataset

We collected our dataset from four existing datasets as mentioned in Section 3. From this dataset,
we extracted questions and their corresponding answers for each passage. Ultimately, this gathering
produced a dataset containing 71 315 triplets, encompassing passages, questions, and corresponding
answers. We trained and evaluated our model using consistent data split. We randomly partitioned
our dataset into three distinct parts: we used 80% of dataset as training set to train our question
generation model, 10% of dataset as validation set to evaluate the model during training and to tune
the hyper-parameters of the model, and 10% of dataset as test set to evaluate the model after it has
been trained.

4.2. Details of the implementation

We implemented our question generation model using the Encoder Decoder Model from the Transform-
ers Python library. This library provides a variety of pre-trained models for natural language processing
tasks. The Encoder Decoder Model is specifically designed for text-to-text generation tasks, such as
translation, summarization and question generation. We used the same tokenization process as the
pre-trained BERT models. The BERT models use a specific tokenization process that is designed to
preserve the meaning of the text.

For our experiment the encoder and decoder were adjusted and initialized using publicly available
AraBERT checkpoints to support Arabic language, leveraging the optimal weights of a pre-trained
model that have been trained on large corpora of text. This pre-training helps the encoder and
decoder to learn the general properties of language. It learns different aspects of language at different
layers. It performs better than older methods and can potentially improve performance and reduce
training costs by sharing the weights between layers.
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Regarding the encoder, it retains the same architecture as BERT base model’s [23]. The encoder
takes a passage as input and converts each token within the passage into an embedding to generate
a feature vector. Similarly, the decoder handles an input question by transforming each token into
embeddings for further processing during the training phases. However, notable modifications have
been made to the decoder in order to let it compatible with proposed hybrid architecture. Within each
BERT block, a cross-attention layer is introduced with random initialization, inserted between the self-
attention layer and the feed-forward layer. This adaptation allows the decoder to attend to the output
from the encoder while generating text. To facilitate auto-regressive generation, the bidirectional self-
attention layers in the decoder are transformed into unidirectional self-attention layers. As a result,
the decoder’s attention mechanism is constrained to consider only tokens that follow in the sequence,
without the ability to account for tokens preceding it. Furthermore, the final decoder block incorporates
an LM (Language Model) Head layer. This layer is responsible for predicting the subsequent token in
the sequence. Typically, the LM Head layer is initialized with the same weights as the word embedding
layer.

We fine-tuned model uses the same hyper-parameters as the BERT model. This included using
12 encoder and decoder blocks, 768 hidden units (dmodel), a filter size of 3072, and 12 attention
heads per mechanism. The key-value matrices were set to 64, following the guidance from [28]. The
regularization parameters were also kept the same, with an epsilon value of 1e-12 using the AdamW
optimizer and a dropout rate of 0.1. The checkpoints have a vocabulary size of around 64k word-pieces.
The model was trained on a vocabulary of all the tokens that appear in the passages in the training
dataset. This vocabulary includes words, numbers, and punctuation marks. The longest sentence in
the training dataset is 509 tokens long, and the longest question in the training dataset is 42 tokens
long. During training, the model was updated using batches of 8.

5. Results and discussion

The existing literature on machine learning techniques for generating Arabic questions is notably
sparse and several factors contribute to this scarcity, including the lack of extensive and well-annotated
datasets containing Arabic text and corresponding questions. The complexity of the Arabic language
adds an additional challenge, making the development of high-quality question generation models a
formidable task. Limited resources also hinder research efforts in Arabic question generation. Despite
these obstacles, recent years have seen some progress in developing machine learning models for this
purpose. Nevertheless, there is a substantial amount of work yet to be undertaken in this domain.
Further research is essential to enhance machine learning models for Arabic question generation, and
creating larger meticulously annotated datasets of Arabic text and questions should be a priority for
future endeavors.

For these reasons, we conducted this experiment and juxtaposed their outcomes with those from
previous Arabic language studies and that is for being able to assess the performance of our model and
to identify areas where further improvement is needed. The recorded values of the BLEU4, ROUGEL,
and METEOR metrics in referenced studies are presented in Table 1.

Table 1. Results obtained from the fine tuning Transformer model for generating questions in Arabic.

Model BLEU4 ROUGEL METEOR Dataset

AraT5 [15] 16:99 — — ARGENQG

Seq2Seq [7] 17.45 31.00 — ARCD
AraBert2AraBert [10] 19.12 51.99 23.00 mMARCO

Our Model 20.29 38.54 30.73 ARQGData

The results presented in Table 1 yield several noteworthy findings. It is evident that our experiment
has showcased superior performance when compared to the model proposed by [15], which relied on
the AraT5 pre-trained model. Furthermore, in contrast to the approach taken by [10], which utilized
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the AraBERT pre-trained model but did not incorporate answers, our experiment has demonstrated
better performance, as indicated by BLEU and METEOR metrics. It is worth highlighting that our
model has also outperformed the results of our previous work [7] across all the metrics assessed. Our
model is able to generate high-quality questions in Arabic. However, the score calculated based on the
tokens lonely may not be an accurate reflection of the performance of our model, as some generated
questions have the same meaning as the original questions, even though they use different tokens.
Our model also has some limitations, such as some generated questions can be not well formed as the
reference ones. Additionally, the model’s performance can be impacted by limiting passage length to
512 tokens. Also, the generated questions can not be as complex as expected for some passages. There
is still room for improvement in the development of our models for Arabic question generation.

Figure 3 presents examples of questions generated by our model, accompanied by the original
question and the passage containing the answer span used in question generation.

Fig. 3. Examples of questions generated by our model.

6. Conclusion and perspectives

In this paper, we developed an Arabic question generation model that uses transfer learning to adapt
the BERT encoder-decoder model to the Arabic language. We fine-tuned the model for the task of
question generation and found that it was able to generate high-quality Arabic questions that were
similar to reference questions. The model also performed well on a variety of metrics. However, the
performance of the model was affected by the length of the text and the complexity of the questions.
Our research aims to provide valuable insights and contributions that can assist fellow researchers
interested in the development of question generation models for the Arabic language. Through creating
a more interactive educational experience that meets the specific needs of Arabic-speaking learners and
applied this approach in different educational contexts, including schools, universities, online courses,
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and self-learning platforms. To improve our model’s performance, additional experiments should be
conducted to search for optimal parameters. In our forthcoming research endeavors, we plan to expand
our dataset by gathering a more extensive and diverse collection of text and question pairs. This
enlarged dataset will be instrumental for training and evaluating Arabic question generation models.
Furthermore, we intend to introduce novel evaluation metrics that measure the quality of generated
questions based primarily on contextual comprehension rather than mere word similarity.
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Арабська система генерування запитань на основi спiльної
базової архiтектури кодера–декодера BERT

Лафкiар С., Ен Нахнахi Н.

Лабораторiя LISAC, Факультет наук Дхар Ель Мараз,

Унiверситет Сiдi Мохамед Бен Абделла Фес, Марокко

Система генерацiї запитань (QGS) — це складна частина технологiї штучного iнте-
лекту, призначена для автоматичного генерування запитань iз певного тексту, доку-
мента чи контексту. Останнiм часом ця технологiя привернула значну увагу в рiз-
них сферах, включаючи освiту та створення контенту. Оскiльки штучний iнтелект
продовжує розвиватися, цi системи, швидше за все, стануть ще бiльш досконалими
та розглядатимуться як невiд’ємна частина будь-якої сучасної системи електронного
навчання чи оцiнки знань. У цiй дослiдницькiй роботi демонструється ефективнiсть
використання попередньо пiдготовлених контрольних точок для створення питань на
арабськiй мовi. Пропонується засновану на Transformer модель послiдовностей, яка
легко iнтегрується iз загальнодоступними попередньо навченими контрольними точ-
ками AraBERT. Наше дослiдження зосереджено на оцiнцi переваг iнiцiалiзацiї нашої
моделi, що охоплює як кодер, так i декодер, за допомогою цих контрольних точок.
Оскiльки ресурси для арабської мови все ще обмеженi, а загальнодоступнi набори да-
них для систем генерування питань арабською мовою недоступнi, зiбрано набiр даних
для цього завдання з рiзних iснуючих вiдповiдей на запитання, якi використанi для
навчання та тестування запропонованої моделi. Експериментальнi результати пока-
зують, що продуктивнiсть запропонованої моделi змогла перевершити iснуючi моделi
генерацiї запитань арабською мовою за оцiнками BLEU та METEOR, досягнувши
20.29 бали для оцiнки BLEU та 30.73 бали для METEOR. Накiнець, оцiнено здат-
нiсть нашої моделi генерувати контекстуально вiдповiднi запитання.

Ключовi слова: система формування питань; обробка природної мови; розумiння

прочитаного; трансформери; трансферне навчання.
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