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In educational institutions and universities, the issue of study interruptions can be ad-
dressed by using e-learning. As a result, this field has recently attracted a lot of attention.
In this study, we applied four machine-learning methods to predict students’ academic
progress: logistic regression, decision trees, random forests, and Naive Bayes. The Open
University Learning Analytics Dataset (OULAD), which contains a subset of the OU
student data, was the source of the student data for all of these techniques. There is infor-
mation regarding the students’ VLE interactions as well as their demographics. Nowadays
universities frequently use data mining techniques to analyze available data and extract
knowledge and information that helps in decision making. The percentage split and the
10-fold cross-validation are used to measure and compare the prediction performance of
four classifiers. When employing the percentage split, it was shown that the Naive Bayes
classifier performs better than other classifiers, obtaining an overall prediction accuracy
of 93%. This study aims to assist teachers in enhancing students’ academic performance.

Keywords: student’s performance prediction; big data; educational data mining (EDM);
machine learning; classifiers.
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1. Introduction

Due to the advent of innovative information and communication technology, including big data tech-
nology and cloud computing, the technology stack for human learning is fast changing. Moreover,
learning methods change daily. As a result, e-learning systems must develop new strategies and tools
to fulfill the growing demands of millions of learners worldwide.

Learning efficiency in universities is regarded as one of the most essential factors in a country’s
development, so it is critical that the universities adopt measures to improve their quality programs.
These interventions can be planned after measuring the students’ performance, as the advanced failure
rate computation can assist academic institutions in making preventive measures to reduce this rate.
When analyzing huge educational databases to estimate student success, however, most institutions
of higher learning face issues [1]. This is due to the fact that they only employ traditional statistical
approaches instead of new and efficient prediction tools like Educational Data Mining “EDM”, which
is the most widely used method for evaluating and predicting student performance [2]. EDM is the
process of collecting meaningful data and patterns from a large educational database in order to
predict student achievement [3]. Student performance can be improved more successfully through
more effective strategic programs as a result of greater knowledge.

In fact, classification is among the most valuable data mining strategies in e-learning. Classification
is a predictive analytic technique that provides predictions about datasets based on known results from
various datasets [4]. Predictive models have the goal of helping us to forecast the undetermined values
of variables of importance based on the known values of other variables. Learning a mapping from an
input set of vector measurements to a scalar output is what predictive modeling is all about [5]. The
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data is mapped into preset groupings of classes by classification [6]. For the most accurate prediction
of student performance, prediction models that integrate all psychological, social, personal, and other
variables are required. The order to predict student success with high precision is useful for identifying
students with low academic achievement early on. It is necessary for the teacher to provide additional
help to the identified students to enhance their performance in the future.

In this regard, the current study’s objectives were set in order to help low academic achievers in
university education, and they are as follows:

— Generation of a predictive variable data source.
— Based on discovered predictive variables, we construct a prediction model using classification data

mining methods.
— Validation of the suggested model for higher education students. Which data mining prediction

technique among Decision Trees (DT), Naive Bayes, logistic regression, and random forests performs
best in this study?

2. Related work and research gap

Student performance is the most essential determinant of the quality of a university in higher education.
Because of its importance in decision making, EDM is presently the technique most widely employed
by researchers to predict and evaluate student performance.

There are two primary aspects in predicting student performance: attributes and prediction meth-
ods [7]. Student CGPA is the most utilized indicator in predicting student performance at university,
according to this study [7]. Many studies have employed it (for example, [8, 9]). Quiz grades, assess-
ments, lab work, and final exam marks are all typical criteria used by researchers to predict student
achievement at university (e.g. [10]). Other factors such as social interaction networks and activities
have been employed in a few studies (e.g. [11]).

On the other hand, input variables such as student demographics and extracurricular activities are
rarely employed in the development process to predict student success at university. This is the study’s
main focus.

Students’ performance prediction models have been built using a variety of data mining techniques,
including classification and regression [7]. When the outcome variables are categorical (or discrete),
the classification technique is used, while when the outcome variables are numerical, the regression
technique is used (or continuous). In higher education, classification is the most widely used data
mining approach [12]. K-Nearest Neighbor, Naive Bayes, and Decision Tree are just a few of the
algorithms that could be used to predict student performance using the classification technique.

Researchers usually utilize decision tree techniques to predict student performance; for exam-
ple, in [13], the authors Mishra T., Kumar D. employed various implementations of the decision tree
technique to create a performance prediction model focuses on students’ social integration. Authors
Quadri M. M., Kalyankar N. V. in [14] employed decision tree techniques to predict student dropout.

For predicting student performance, various data mining classification algorithms have been used.
In the study [10], authors Arsad P. M., Buniyamin N., Artificial Neural Network (ANN) was used to

predict the academic achievement of 505 students in 8 semesters. Authors Natek S. and Zwilling M., in
study [15] developed a strategy to predict student success in certain courses using limited student small
samples using Decision Trees (32 and 42 students). Authors Gray G., McGuinness C., and Owende P.,
in study [16] used SVM to predict students at risk’s performance during their first year of study using
a data set of 1 074 individuals.

3. Methodology

The approach recommended in this study to improve academic achievement prediction for students is
a Data Mining technique. Data collection, preprocessing, classification, and interpretation are the four
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primary phases of this methodology (see Figure 1). Data collection involves obtaining all information
on students that is available while taking into account variables that affect student performance.
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Fig. 1. A proposed approach to improve the prediction of students’ performance.

3.1. Dataset and data preprocessing

The Open University Learning Analytics dataset (OULAD), which includes a portion of the OU student
data from 2013 and 2014, was used as the source of the data for this study. Both demographic
information about the students and information about their VLE interactions are included. The
OULAD is an assortment of tabular student data from the academic years 2013 and 2014. Each
table has unique data that can be connected to information from other tables via identifier columns.
The dataset’s data are organized as depicted in Figure 1. The student is the main focus because the
dataset is student-oriented. Data on students’ registrations for the modules and demographics is also
included. The dataset includes the outcomes of the students’ assessments for each triplet of student-
module-presentation. A summary of each student’s daily activity is kept in the log of their interactions
with the Virtual Learning Environment (VLE). The dataset, which has 32 593 registered students and
22 module presentations, is freely accessible at https://analyse.kmi.open.ac.uk/open_dataset.
The Open Data Institute (http://theodi.org/) has accredited OULAD [17].

Student

Demographics Assessments
VLE

interactions
Registrations

Fig. 2. Global dataset organization.

The student’s registration for the mod-
ules and information about his or her de-
mographics are linked. The dataset in-
cludes logs of student interactions with the
VLE and the outcomes of the assessments
for each participant-module-presentation
triplet.

In general, we identify three sorts of data:

— Demographics: Refers to the fundamental data about the learners, such as their age, gender,
region, level of education previously attained, etc.

— Performance: Represents the outcomes and accomplishments of students during their time study-
ing at the Open University.

— Learning Behavior: The VLE’s track of student activities is called learning behavior.
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Fig. 3. Detailed dataset architecture.

Through the corresponding
“student” table, table studentInfo
is connected to the assessments
table and vle courses. The
dataset’s precise structure is
displayed in Figure 3. Us-
ing the column id_student, the
studentInfo can be connected
to the studentAssessment, stu-
dentVle, and studentRegistra-
tion tables. Using the identi-
fication columns code_module
and code_presentation, the ta-
ble courses relates to the assess-
ments, studentRegistration, vle,
and studentInfo. Last but not
least, the vle connects to studentVle via the id_site and the assessments table relates to studentAssess-
ment using the id_assessment [17]. Each table is described in detail in the following subsections. Table
studentInfo: Table 1 includes demographic data about the students as well as their performance on
each module they took. There are 32 593 rows in it.

Table 1. The variables associated to studentInfo.

Attribute Description and Type

code_module The student’s registered module’s identification code. (Nominal)

code_presentation presentation identification number used to register the student for the
module. (Nominal)

id_student the distinctive student ID number. (Numeric)

gender student’s gender. (Binary)

region the area where the student resided during the module’s presentation.
(Nominal)

highest_education the greatest degree of education a student has at the time of the module
presentation. (Nominal)

imd_band the IMD band of the location in which the student was residing at the
time of the module’s presentation. (Nominal)

age_band a band of student’s age. (Nominal)

num_of_prev_attempts the quantity of attempts the learner has made at this module. (Numeric)

studied credits the total credits earned for the modules the student is enrolled in. (Nu-
meric)

Disability whether the student has announced a disability is indicated. (Binary)

final_result final result of the student for the module presentation. (Nominal)

Table studentAssessment: The outcomes of the students’ assessments are listed in the Table 2.
No results are recorded if the student does not turn in the assessment. There are 173 912 rows in it.

Table assessments: The module-presentation assessments are listed in Table 3. Every presentation
often includes an assortment of assessments before the final exam. There are 206 rows in the table.

Table studentVle: Information regarding students’ interactions with the VLE is contained in the
studentVle table. There are 10 655 280 rows in it, and the variables are as follows: code_module,
code_presentation, id_student, id_site, date, and sum_click (e-number of interactions a student had
with the material).
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Table 2. The variables associated to studentAssessment.

Attribute Description and Type

id_assessment the identification number for the assessment. (Numeric)

id_student the distinctive student ID number. (Numeric)

date_submitted the day the assessments are due. (Numeric)

is_banked the status flag stating that the assessment outcome was carried over from the
previous presentation. (Binary)

score the result of this assessment for the student. There is a range of 0 to 100. A
score of less than 40 is considered a failure. The scores fall between 0 and 100.
(Numeric)

Table 3. The variables associated to assessments.

Attribute Description and Type

id_assessment the identification number for the assessment. (Numeric)

code_module The student’s registered module’s identification code. (Nominal)

code_presentation presentation identification number used to register the student for the module.
(Nominal)

assessment_type A specific assessment. There are three different sorts of exams: the final exam
(Exam), tutor marked assessments (TMA), and computer marked assessments
(CMA). (Nominal)

date Information regarding the deadline for the assessment. (Numeric)

weight The assessment’s weight. Exams are typically assessed independently and
given a weight of 100%. (Numeric)

Table vle: The materials that are accessible through the VLE are included in the vle table. These
are frequently PDF files, HTML pages, etc. There are 6 364 rows in it, and the variables are as follows:
code_module, code_presentation, id_site, activity_type, week_from, and week_to.

3.2. Data preprocessing

Before using classification techniques, the dataset must be prepared by pre-processing the data. It is
crucial to remember that the reliability and quality of the information at hand will immediately impact
the result of this work. To rule out any abnormalities, a careful investigation of the variables and their
related values is done in this work. We used three main preprocessing tasks in the present study:

Feature selection: We carefully examine our dataset to find features that have a bigger influence
on our output variable. To identify the suitable attributes, we applied a ranking algorithm.

Imbalanced data: When the number of instances in one class is much less than the number of
instances in the other class, the data is unbalanced. As a result, the classifier takes more samples
during the training phase from the classes with the highest number of instances. To take care of the
issue of data imbalance, we used SMOTE.

Data transformation: Removing inconsistencies in the dataset through data transformation is a
crucial step that makes it more suitable for data mining [18]. The majority of data mining algorithms
only operate on numeric variables, therefore convert strings to numeric variables. As a result, it
is necessary to convert non-numerical data into numerical variables. The most popular techniques
involve encoding strings with values between [0 and (N − 1)], where N is the amount of values.

It is interesting to include the performance in each assessment since it serves as a good gauge of
the students’ understanding of the material and because it determines the final evaluation grade. But
because there are so many different courses, each with its own structure, it would be impossible to
develop a feature for every test. We will construct one feature, which is the ultimate grade determined
by the score, in order to include the assessments. Final exams will likewise be separated from the other
assessments due to the differences in their status and inclusion in the final evaluation.
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The student interaction stream with the content available for reference over the course of the term
is included in the datasets related to the VLE (Virtual Learning Environment). We can determine a
student’s level of engagement with their subjects from this data, as well as whether they studied it
thoroughly and how they used the material.

The studentInfo table contains a variety of information on the students, but the student’s final
result is the variable we are most interested in when developing our prediction model.

Since the data had multiple missing values, handling those missing values was done in the subse-
quent data preprocessing stage. The approach employed was to replace missing values with the most
common data in that category rather than deleting them.

3.3. Methods and models employed

A data mining technique called classification is used to recognize, distinguish, classify, and understand
items according to a predetermined class. A supervised machine learning technique called classification
trains the machine by giving it instances. Therefore, during the training phase, the machine is trained
by giving it a dataset to use as training data. This might also be considered as data analysis. The
dataset is delivered to the cross validation operator using several classifiers, which stores the knowledge
as models in the database.

For this work, there are numerous models for classification. In this study, four different types of
models: logistic regression, random forests, Naive Bayes, and decision trees, are used. They are further
discussed.

Decision tree: The process of modeling data in a tree-like form is called decision tree modeling.
It is a prediction model in the form of a tree, with the root node at the top and the leaf node at the
bottom, which represents the outcome of the data. The C4.5 algorithm or the CART algorithm can
be used for modeling the decision tree. The items are categorized into predetermined classes using
a decision tree. The decision tree is often referred to as a tree of classification when it is used for
classification purposes. The decision tree can be further used to infer a “if, then” rule that will help
analyze the data thoroughly and appropriately classify it into the correct classes [19].

The following are the formulas for the decision tree’s learning rule and loss function:
Loss Function (Gini Impurity): The following formula is used to determine a decision tree

node’s Gini impurity:

Gini(D) = 1−

c
∑

i=1

P 2
i ,

where D is the dataset at the current node, Pi is the proportion of instances of class i in the node, and
c is the number of classes.

Learning rule: To reduce the impurity, the decision tree learning rule iteratively divides the
dataset according to its features. The Gini gain for a binary split is computed as follows:

∆Gini(D,A) = Gini(D)−

(

|D1|

|D|
·Gini(D1) +

|D2|

|D|
·Gini(D2)

)

,

where A is a candidate feature, D is the current dataset, D1 and D2 are the subsets of D resulting from
the split based on the threshold of feature A. The data is divided based on the feature and threshold
that the computer determines will maximize the Gini gain. The decision tree is made by using this
procedure recursively.

Random forest: A classification ensemble learning technique called random forest builds numerous
unpruned classification trees during the training phase using the bootstrap sampling approach on the
training data. The mean from all unpruned tree classifications in the phase of testing is found to
provide the final predicted output for a randomly chosen feature [20]. Since a Random Forest is an
ensemble of decision trees, its loss function is not clearly defined. But we can talk about the learning
rule and the main ideas behind Random Forest training. Random Feature Selection: In a decision tree,
a random subset of features is taken into account for each split. This adds character to the trees and
strengthens the ensemble. Decision Tree Training: Every Random Forest decision tree is developed by
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dividing the data according to a measure of impurity (such as Gini impurity) and recursively choosing
features.

Logistic regression: By fitting data to a logistic function, the type of regression known as “lo-
gistic regression” can predict the probability that an event will occur [21]. Similar to other types of
regression analysis, logistic regression uses a number of predictor variables that may be categorical or
numerical [22].

The definition of the logistic regression concept is

h(θx) = g(θTx),

when the definition of the function g is a sigmoid function:

g(z) =
1

1 + e−z
.

The sigmoid function has unique characteristics that produce values in the range [0, 1].
The logistic regression cost function is as follows:

J(θ) =
1

m

m
∑

i=1

(

−y(i) log
(

hθ(x
(i))

)

−
(

1− y(i)
)

log
(

1− hθ(x
(i))

)

)

.

In order to determine the minimum of this cost function, we will utilize the built-in function in
machine learning named fmin_bfgs, which, given a fixed dataset (of x and y values), determines the
optimum parameters for the logistic regression cost function.

Logistic loss (cross-entropy loss): For binary classification, the logistic loss (cross-entropy loss)
is provided by

J(β) = −
1

m

m
∑

i=1

(yi log(ŷi) + (1− yi) log(1− ŷi)) ,

where m is the number of training examples, yi is the true class label (0 or 1) for the i-th example, ŷi
is the predicted probability that the i-th example belongs to class 1.

Learning rule (gradient descent): In order to minimize the logistic loss, the model parameters,
or coefficients, are frequently updated using the gradient descent process. For every parameter βj , the
update rule is provided by

βj = βj − α
δj

δβj

,

where α is the learning rate, and
δj
δβj

is the partial derivative of the loss with respect to βj. For logistic

regression, the partial derivative is calculated as

δj

δβj

=
1

m

m
∑

i=1

(ŷi − yi) xij.

Naive Bayes: Another supervised learning technique, as well as the statistical method for classi-
fication, is the Bayesian classification [23]. Assumes a fundamental probabilistic model, which allows
for the principled capture of model uncertainty through the determination of outcome probabilities.
The Bayesian classification’s main benefit is its ability to deal with prediction issues. Let us look at a
general probability distribution P (x1, x2) with two possible values. Without reducing generality, the
Bayes rule yields the following equation:

P (x1, x2) = P (x1|x2)P (x2).

Similar, the following equation is obtained if there is a second class variable, c:

P (x1, x2|c) = P (x1|x2, c)P (x2|c).

The following result is obtained from generalizing the situation with both variables to a conditional
independence assumption for a set of variables x conditioned on a further variable c:

P (x|c) =
n
∏

i=1

P (xi|c).
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Gaussian Naive Bayes: Loss Function: According to Gaussian Naive Bayes, the characteristics
have a Gaussian, or normal, distribution. Given the class, the likelihood function is used to describe
the probability of detecting a given feature value,

P (xi|y) =
1

√

2πσ2
y

exp

(

−
(xi − µy)

2

2σ2
y

)

.

The negative log-likelihood is regarded as the loss function and is the log-likelihood that is frequently
used:

J(θ) = −
n
∑

i=1

k
∑

j=1

I(y(i) = Cj) log P (x
(i)
i |Cj),

where n is the number of training examples, k is the number of classes, Cj represents the j-th class, θ
includes the class priors P (Cj), means µy, and variances σ2

y.
Learning rule: Using maximum likelihood estimation, the parameters (means and variances) are

determined based on the training data,

µy =

∑n
i=1 I

(

y(i) = Cj

)

x
(i)
i

∑n
i=1 I

(

y(i) = Cj

) ,

σ2
y =

∑n
i=1 I

(

y(i) = Cj

)(

x
(i)
i − µy

)2

∑n
i=1 I

(

y(i) = Cj

) .

4. Experimental setup

The primary goal of the study is to determine whether the explanatory (input) variables included
in the model can predict the class (output) variable. The classification model is constructed using
several types of algorithms, each of which employs a different categorization methodology. The Python
programming language and its Integrated Development Environment (IDE) were used for implementing
the models. Machine learning prediction models were implemented using the Scikit-learn package [24].
Cross validation (using 10 folds and applying the algorithm 10 times, each time using 9 folds to train
it and 1 fold to test) and percentage split (using 2/3 of the dataset for training and 1/3 for testing)
are the two testing methods that are applied to each classifier.

The main goal of the data mining project that has been presented is to predict student performance
at the university using a set of attributes that reveal information about the students. The categorical
target variable “final result” was chosen as the target variable in this case, or the concept to be
learned by the data mining method. It has four values (categories): “Fail”, “Pass”, “Distinction”, and
“Withdrawn”. We eliminate instances where a student has withdrawn their registration for a module.
So we have three unique categories: “Fail”, “Pass”, “Distinction”.

To achieve our objectives, we conducted various experiments. Our first goal was to predict student
academic achievement. The second goal was to reduce the number of attributes. The final goal was to
compare the classification accuracy of various classifiers.

Four common evaluation metrics: accuracy, recall, precision, and f -score are utilized in our tests
to assess the performance of the classification algorithms. They are denoted as follows:

Accuracy =
TP + TN

TP + TN + FP + FN
,

Recall =
TP

TP + FN
,

Precision =
TP

TP + FP
,

F1-Score =
2× Precision × Recall

Precision + Recall
,

where the terms FN, FP, TP, and TN are False Negative, False Positive, True Positive, and True
Negative, respectively.
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5. Result

We evaluated, contrasted, and analyzed a dataset using four classifiers: logistic regression, random
forests, Naive Bayes, and decision trees. All of the relevant attributes were used to evaluate all four
classifiers. We employed two testing methods, the percentage split (using 2/3 of the dataset for training
and 1/3 for testing) and the tenfold cross validation, which implies that the dataset was divided into
10 equal-sized subsets at random each time using 9 folds to train it and 1 fold to test. Table 4 displays
the findings of our first experiment, which applied the percentage split for all features.

Table 4. Comparison of classifiers using all attributes.

Classifier Accuracy Precision Recall F1-Score

Logistic Regression 68.73% 51.74% 68.73% 56.45%

Random Forest 60.59% 55.39% 60.59% 57.51%

DecisionTree 54.20% 54.61% 54.20% 54.40%

Naive Bayes 53.46% 55.09% 53.46% 53.91%

Logistic Regression outperformed other classifiers in terms of accuracy rate, achieving 68.73%,
which measures a classifier’s efficacy. The fact that Random Forest is the winner in terms of precision
with 55.39% demonstrates its predictive strength. Recall, which measures sensitivity, indicates that
Logistic Regression also performs better with a score of 68.73%. Random Forest score better in F1-
Score with 57.51% than the others classifiers. In the second experiment, we used algorithms for feature
selection include the ranking methods, with each algorithm choosing a set of attributes. Ultimately,
an attribute chosen by more algorithms is regarded as the best attribute. In our example, we chose
features with the high frequency. Table 5 lists our top four features.

Table 5. Best four attributes and descriptions.

Attribute Description

studied_credits the total credits earned for the modules the stu-
dent is enrolled in. (Numeric)

num_of_prev_attempts the quantity of attempts the learner has made
at this module. (Numeric)

exam_score the final grade given by the score which is the
result of the assessment for the student. (Nu-
meric)

sum_click the average amount of clicks per material. (Nu-
meric)

On this reduced dataset, four classifiers are again used with the percentage split and also the 10 fold
cross-validation. Table 6 shows the outcome of this reduced dataset. Based on the accuracy, precision,
and Recall, Random Forest is the top classifier with 86.68% for accuracy. Also, F1-Score which is
combines the precision and recall scores of a model, revealed that Random Forest score better with
86.71% than the other classifiers. Additionally, when we compare Tables 6 and 6, we can find modest
increases and decreases in values.

Table 6. Comparison of classifiers using best features.

Classifier Accuracy Precision Recall F1-Score

Logistic Regression 86.42% 86.27% 86.42% 86.07%

Random Forest 86.68% 86.74% 86.68% 86.71%

DecisionTree 83.59% 83.72% 83.59% 83.64%

Naive Bayes 85.74% 86.48% 85.74% 85.93%
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Table 7. Comparison of classifiers using the percentage split and the 10 fold cross-validation.

Classifier Accuracy
Percentage split 10 Fold cross-validation

Logistic Regression 86.42% 87.48%

Random Forest 86.68% 85.84%

DecisionTree 83.59% 83.32%

Naive Bayes 85.74% 85.62%

In Table 7, we compare the accuracy results for all classifiers using the percentage split and the 10
fold cross-validation. According to the percentage split in Figure 4, Random Forest is the top classifier
with 86.68% for accuracy, but for the 10 fold cross-validation, Logistic Regression is the greatest
classifier with 87.48%.

88%

87%

86%

85%

84%

83%

82%

81%
Logistic

Regression
Random Forest Decision Tree Na ve Bayesï

Percentage splite

10 Fold cross-
validation

Fig. 4. Accuracy performance as indicated by the percentage split and 10-fold cross-validation.

Furthermore, we looked at our data to find out what causes students to lose their academic standing
as a result of poor performance. We discovered that a student’s poor performance was caused by their
lack of engagement with the online platform.

6. Conclusion

This research aimed to forecast and evaluate students’ academic performance using Data Mining tech-
niques. Logistic regression, random forest, Naive Bayes, and decision tree were the four approaches
employed in this study. All of these methods were used on student data taken from the Open University
Learning Analytics dataset (OULAD), which includes a portion of the OU student data. Both demo-
graphic information about the students and information about their VLE interactions are included.
Four classification models were created in this study to predict students’ academic success. The out-
come demonstrates that the Naive Bayes classifier performs better than the other two classifiers by
achieving an overall prediction accuracy of 93%. This study helps instructors identify students who are
likely to fail the course early on. These students can benefit from additional instructor support, which
can help improve their academic performance. Future work will focus on more thorough exploratory
data analysis and integrating data preparation techniques with machine learning methods, particularly
deep learning algorithms.
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Прогнозування успiшностi студентiв та моделювання
за допомогою методiв аналiзу даних

Джедiдай Ю.1, Iбрiз А.1, Бенслiман М.1, Хачмуд А.1, Тмiмi М.1, Хаджiуi Ю.1, Рахалi М.2
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У навчальних закладах та унiверситетах проблему перерв у навчаннi можна вирi-
шити за допомогою електронного навчання. У результатi останнiм часом ця галузь
привернула значну увагу. У цьому дослiдженнi ми застосували чотири методи ма-
шинного навчання для прогнозування академiчного прогресу студентiв: логiстичну
регресiю, дерева рiшень, випадковi лiси та наївний Баєсiв класифiкатор. Набiр даних
Open University Learning Analytics (OULAD), який мiстить пiдмножину даних про
студентiв OU, був джерелом даних студентiв для всiх цих методiв. Набiр даних мi-
стить iнформацiю про взаємодiю студентiв iз вiртуальним навчальним середовищем
(VLE) та їхнi демографiчнi данi. Сьогоднi унiверситети часто використовують методи
iнтелектуального аналiзу даних для аналiзу наявних даних i отримання знань, якi до-
помагають у прийняттi рiшень. Ми використали вiдсотковий розподiл i 10-кратну пе-
рехресну перевiрку, щоб вимiряти та порiвняти ефективнiсть прогнозування чотирьох
класифiкаторiв. При застосуваннi вiдсоткового розподiлу класифiкатор Naive Bayes
виявився кращим, нiж iншi класифiкатори, досягнувши загальної точностi прогнозу-
вання 93%. Це дослiдження має на метi допомогти вчителям пiдвищити успiшнiсть
учнiв.

Ключовi слова: прогнозування успiшностi студента; великi данi; аналiз даних в
освiтi (EDM); машинне навчання; класифiкатори.
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