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The classification of Border Gateway Protocol (BGP) anomalies is essential for maintaining Internet
stability and security, as such anomalies can impair network functionality and reliability. Previous
studies has examined the impact of key features on anomaly detection; however, current
methodologies frequently demonstrate high computational costs, complexity, and usage challenges.
The article presents a novel approach for evaluating feature importance based on SHAP (SHapley
Additive Explanations), which provides a simplified, interpretable and efficient alternative
specifically designed for LSTM-based classification models. A dedicated tool was developed to
effectively evaluate feature impact, combining statistical analysis with visualizations to improve
comprehension. This tool enables the assessment of global feature influence across datasets,
emphasizing features that consistently increase classification performance. Furthermore, it offers
insights into the impact of features on a per-class basis, demonstrating the varying contributions of
individual features to the detection of different types of anomalies. Various datasets representing
distinct anomaly types, such as direct, indirect, and outage anomalies, were utilized to validate the
approach's applicability across a range of scenarios. This level of detail enables researchers to
enhance LSTM models for particular anomaly categories while preserving overall efficacy. We
suggested a structured algorithm to facilitate these developments, showing how feature impact
evaluation can directly improve model optimization and detection tactics. Stability tests performed
on various datasets demonstrate the reliability of feature rankings, thereby reinforcing the validity of
the proposed methodology. The SHAP-based framework described in this paper makes complex
analyses easier to understand while also providing useful insights. This approach enhances the
efficiency of anomaly detection systems by allowing researchers to identify critical features,
integrate new metrics, and refine existing LSTM models. The advancements enhance the security
and resilience of infocommunication networks, effectively addressing emerging challenges in
network security through a scalable and interpretable solution.
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Introduction

The Border Gateway Protocol (BGP) is a critical component of the Internet's infrastructure that allows
communication between global networks. Although its open and decentralized architecture is necessary for
scalability, it also makes it vulnerable to a variety of abnormalities [1]. BGP operations can be disrupted by
misconfigurations, deliberate assaults, and infrastructure failures, therefore creating major connectivity and
security concerns. Addressing these difficulties necessitates excellent methods for not just detecting but also
classifying anomalies in order to determine their root causes and inform mitigation efforts.
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Classification is critical in this circumstance because it lets network operators identify the type of
abnormality. It could be a routing error, a deliberate hijack, or a disruption caused by external factors such
as earthquakes or floods [2]. Recent advances in machine learning have increased the accuracy of anomaly
classification by extracting a range of features from BGP update signals. These features can be constructed
using traditional volume measures as well as more complicated graph-based and geographical variables.
Nonetheless, the individual contributions of each feature to classification outcomes have not been properly
studied.

This paper seeks to fill this gap by proposing a novel approach to measuring feature influence in
BGP anomaly classification. This work uses SHAP (SHapley Additive Explanations) to measure feature
impact, resulting in a lightweight and interpretable technique for both academics and practitioners. The
findings demonstrate how specific features influence classification performance in both positive and
negative ways, which can be beneficial for developing novel feature extraction techniques or improving
models.

2. Related work

The classification of BGP anomalies has been extensively researched due to its importance in
preserving the stability and security of the Internet. Anomalies were detected through the use of simple
statistical metrics and volume-based indicators, such as variations in AS path length or update frequency
using early techniques. While these techniques were excellent at detecting unusual behavior, they lacked
the ability to classify anomalies, leaving operators without actionable information.

Machine Learning Models for Classification of BGP Anomalies [3], published in 2012, was a big
step forward. This study used multiple machine learning algorithms to classify anomalies based on
attributes extracted from BGP update packets. The study examined the classification of various anomalies,
such as route hijacks, misconfigurations, and connection issues, using Support Vector Machines (SVMs),
Decision Trees, and Hidden Markov Models (HMMs). SVMs shown remarkable efficacy in handling
feature spaces that were linearly separable, whereas HMMs performed rather well in gathering and
predicting temporal trends within BGP updates.

The study also proposed a feature selection procedure to boost classification accuracy. The most
informative features were identified using metrics such as Fisher's score and Minimum Redundancy
Maximum Relevance (mMRMR). These included variations in AS path length, announcement volumes, and
the frequency of unique prefixes. By refining feature sets, the models improved significantly in accuracy,
laying the groundwork for future research into feature engineering for BGP anomaly classification.

Researchers built on these results in later years using more sophisticated criteria and classification
systems. Graph-based characteristics comprising AS connection metrics and path topology proved better
than conventional volume-based measurements, according to Fonseca et al [4]. Paiva et al. [5] then
included geographic features into their models, including average AS lengths, therefore enabling more
complex diagnosis of abnormalities including route leaks and connection failures.

Despite these advancements, one major challenge remains unmet: the systematic evaluation of
feature value in anomaly categorization. Most studies concentrate on overall model accuracy rather than
how specific factors influence performance. Traditional feature selection methods, such as ablation studies,
are typically computationally expensive and inappropriate for real-time or large-scale applications.
Furthermore, researchers need lightweight, interpretable tools that allow them to quickly test the usability
of new features.

This paper fills these gaps by presenting a novel approach to determining feature importance called
SHAP (SHapley Additive Explanations) [6]. Building on previous research approaches, this paper presents
a realistic methodology for feature evaluation, allowing for a more in-depth knowledge of feature
contributions to BGP anomaly categorization.

Information and communication technologies, electronic engineering, Vol. 5, No. 1, pp. 3443 (2025)



36 M. Kyryk, S. Maruniak, T. Andrukhiv

3. Data processing

BGP anomalies are classified using well-structured datasets that contain a wide range of events and
routing characteristics. This study evaluates six well-documented anomalies, divided into three categories:
direct anomalies, indirect anomalies, and lilnk failures, to assess the influence of different classification
standards. Direct anomalies are typically caused by faulty routing arrangements [7]. For example, the
AS9121 Routing Table Leak in 2004 resulted in the unexpected announcement of a large number of
prefixes, upsetting global routing tables, whilst the AWS Route Leak in 2016 caused traffic to be routed
along undesired paths due to incorrectly configured routing settings.

In contrast, indirect anomalies are caused by external interruptions like the spread of Internet worms.
Notable examples include the Nimda Worm in 2001 and the Slammer Worm in 2003, both of which
swamped routing infrastructures and caused widespread disruption. Whereas link failures are caused by
physical network disturbances. Examples include the 2005 Moscow Blackout, in which a large power
outage affected routing operations, and the 2011 Japanese earthquake, which caused serious connection
interruptions.

Routing data from known BGP monitoring sites was used to examine these instances. RIPE RIS [8]
and Route Views [9] provided historical data compiled from a network of monitoring locations spread
across multiple Autonomous Systems. For large-scale abnormalities, additional data was obtained from the
Center for Applied Internet Data Analysis (CAIDA), a repository for network research. The open-source
tool BGPStream was used to quickly download data for the specified time periods of interest, allowing for
targeted examination of the six occurrences.

The analysis depends on BGP update messages, which provide the primary data source for cate-
gorization models. These communications contain essential routing information, including AS pathways,
IP prefixes, next-hop data, and routing policies. Features derived from these messages cover both con-
ventional metrics, including announcement volumes and AS path lengths, as well as sophisticated attri-
butes, such as AS relationship structures, degree variance, and geographical distances between
Autonomous Systems. The latter were computed utilizing location databases to capture spatial dynamics
relevant to routing behavior.

This study uses current datasets and extracted features taken from previous research [10] to evaluate
the relevance and influence of individual aspects in the classification of BGP anomalies. The processing
pipeline ensures that the datasets and features are well-structured for feature significance analysis.

4. SHAP-based feature evaluation for BGP classification

SHAP (SHapley Additive Explanations) [6] is a powerful framework for analyzing machine learning
model results. It gives a consistent and fair measure of feature relevance by comparing marginal
contributions across all possible feature subsets. Unlike classic methods like permutation importance or
ablation studies, SHAP uses cooperative game theory ideas to assure interpretability and consistency.
These properties make it especially appropriate for evaluating the complex LSTM-based (Long short-term
memory) classifier used in this work for BGP anomaly identification.

The SHAP value for a feature is its contribution to the output of the model, computed as [6]:
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where ®, is the SHAP value for feature x, N is the set of all features, S is a subset of features excluding
X and f { S} is the model’s prediction based on the subset S.
SHAP decomposes a model’s prediction into a sum of contributions from individual features:

M
f() =g+ 2 0, @

i=|

where ¢ , is the base value of the model (the mean prediction across the dataset).
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Moreover, by averaging the magnitude of SHAP values for every feature over all data points, the
Mean Absolute SHAP Value (MASYV) presents a global viewpoint on feature importance. MASV estimates
the overall influence of a feature, allowing for a clear comparison of its value:
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where @, is the SHAP value of feature i for instance j, and & is the total number of instances.

Using SHAP, we calculated the global influence of characteristics on anomaly classification. The
findings show that traditional indicators like the number of announcements remain consistently important
across all anomaly classes (Fig. 1). This is expected, as anomalies frequently emerge as major changes in
the number of announcements, making this a feature that is generally applicable. Metrics like maximum
AS path length are also important worldwide, representing the impact of anomalies on routing routes, such
as anomalous path extensions induced by misconfigurations or route leaks.

In addition to standard characteristics, unexpected factors such as geographical distances and AS
path degree variance emerged as important contributors. These parameters give a contextual layer to
classification by capturing structural and spatial elements that standard metrics may miss. Geographic
distances, for example, can provide information about localized disruptions, whereas AS path degree
variance reveals network-wide connectivity fluctuations. These additional variables serve to improve the
model’s predicting skills across all anomaly categories.

These findings are consistent with prior studies by Fonseca et al. [4] and Paiva et al. [S], which
highlighted the usefulness of advanced measures for anomaly detection. The use of SHAP in this study
expands previous research by giving a quantitative, interpretable quantification of feature impact,
confirming the need of integrating traditional and innovative metrics for robust anomaly categorization.
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Fig. 1. Global feature impact across all anomaly classes

The influence of features varied dramatically among anomaly classes, as evidenced by SHAP values.
Traditional measures like the maximum AS path length and the number of unique prefixes had the greatest
impact on direct anomalies, such as misconfigurations and hijacks (Fig. 2). The maximum AS path length
frequently includes significant variances caused by routing failures or malicious operations. For example,
during a direct anomaly, AS pathways may become abnormally long as a result of unexpected loops or
inaccurate route ads. Similarly, the number of unique prefixes reveals changes in advertising routes, which
are frequently impacted by such abnormalities. These features frequently produced greater SHAP values
than others, demonstrating their utility for detecting routing discrepancies that identify direct anomalies.

For indirect anomalies induced by Internet worms like Nimda and Slammer, graph-based features,
specifically the number of peer-to-peer edges, were found to be more relevant (Fig. 3). These anomalies
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frequently disrupt the structural equilibrium of the AS network, causing anomalous changes in peer
relationships as a result of rapid traffic propagation or malicious activity. The high SHAP values of peer-
to-peer edges indicate their capacity to detect structural abnormalities. For example, during the Slammer
worm attack, the anomaly caused widespread peer-to-peer relationship fluctuations, resulting in a greater
impact for this statistic. These findings highlight the value of utilizing network structure-based features to
detect disruptions caused by indirect anomalies.
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Fig. 2. Feature impact for direct anomalies
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Fig. 3. Feature impact for indirect anomalies
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Fig. 4. Feature impact for outage anomalies
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Outage anomalies followed a clear pattern, with geographical characteristics such as distance
between ASes having the biggest influence (Fig. 4). Outages, such as those produced by the Japanese
earthquake, frequently result in regionally limited interruptions. The SHAP study found that geographical
distance indicators regularly rated higher in relevance because they accurately reflected the impact of
outages on ASes in afflicted locations. Interestingly, the average AS path length has little impact on
outages. This is most probable because disruptions tend to affect broader geographic areas, making
individual path statistics less useful. In contrast, measures like the maximum amount of bits in the prefix
had a much greater influence. Outages often disrupt larger prefix ranges, and SHAP values shown the
growing relevance of this metric in classification of such events.
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Fig. 5. Stability analysis of feature impact across random subsets

The per-class SHAP study shows overall how feature importance varies depending on type of
anomaly. While graph-based features shine at identifying indirect abnormalities, traditional measures beat
in cases involving direct changes. Capture of the spatial elements of outages depends on new geographical
metrics. With significant features routinely surpassing others in their anomalous classes, the projected
SHAP values provide a quantitative basis for these results. Stability analysis, which was performed on
various randomized subsets of the dataset, validated the resilience of feature importance rankings (Fig. 5).
The findings revealed that all features yielded fairly consistent rankings across subsets, with little variation
in relative importance. This consistency demonstrates the trustworthiness of SHAP-based evaluations for
feature impact analysis.
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Fig. 6. Violin plot of feature contribution distributions
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The variety of feature contributions was examined using violin plots, which depict the distribution of
SHAP values (Fig. 6). Features such as the maximum AS path length displayed consistently high
importance across instances, as evidenced by their narrow distributions around central values. This shows
their general applicability over a range of anomalies, which makes them consistent indicators of
disturbances. Conversely, geographic distances showed more spread and indicated that their influence
changed depending on the background of the anomaly. For outages that affect certain areas, for instance,
geographic distances could be more crucial, but their significance reduces in anomalies like route hijacking
or less spatially dependent designs.

This diversity emphasizes the subtle relevance of such factors in classification. The larger
distributions indicate that, while these features may not always be among the best generally, they do
provide unique insights into certain anomaly cases. This conditional relevance emphasizes the need of
adding a varied set of variables to represent the multifaceted nature of BGP anomalies, allowing models to
effectively adapt to various categorization issues.

The heatmap (Fig. 7) illustrates the correlations between features and SHAP values across various
anomaly categories. The maximum amount of bits in a prefix had a substantial positive connection with
outages, demonstrating its efficacy in detecting disruptions to prefix-level routing. In contrast, average AS
path length was found to be negatively related to outages, indicating that it is becoming less relevant in
such instances.
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Fig. 7. Correlation heatmap of features with SHAP values across anomaly classes

These findings are consistent with the global feature rankings, but they contrast from the violin plot's
conclusions for average AS path length, where the broader contribution was clearer. Such differences
suggest that while average AS path length has a general utility, it may lack specific relevance in particular
anomaly types like outages. The heatmap's correlations further emphasize the nuanced contributions of
graph-based and geographical features, which align well with the classification of indirect anomalies and
outages.

These results offer fresh understanding of how features contribute to BGP anomaly classification.
While new elements including geographical distances and graph-based qualities are very essential for
addressing the special characteristics of outages and structural disruptions, traditional metrics remain vital
for direct and indirect anomalies. Using SHAP, this study provides a more thorough and interpretable
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knowledge of feature importance than other studies, therefore opening the path for improvement of
anomaly classification models and direction of future feature engineering efforts.

A Dblock scheme (Fig. 8) is provided to demonstrate the possibility of SHAP-based analysis for
refining BGP anomaly classification models. This method describes a systematic strategy for incorporating
SHAP evaluations into the feature selection and model improvement process. Starting with a set of BGP
update messages, features are extracted and utilized to train an LSTM model. The SHAP analysis then
determines the relevance of each characteristic, which guides further model improvements.

Features determined to have a negative effect are excluded, and the model training procedure is
repeated. Features significantly affecting particular anomaly classes are further optimized by assigning
weights to increase their impact on the classification process. The final output presents feature impact
measurements, guaranteeing that only features with positive contributions are preserved in the model. This
method improves model accuracy and interpretability by repeated optimization of the feature set, all while
preserving computing efficiency. This method aligns with the previously reported results and offers a clear
structure for incorporating SHAP into BGP anomaly detection operations, facilitating systematic feature
engineering and model improvement initiatives.
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Fig. 8. SHAP-based model refinement process
Conclusions

This paper presents a new, systematic method for assessing feature significance in BGP anomaly
categorization with SHAP. The research examines the contributions of different features, emphasizing their
collective influence on classification performance and illustrating the consistency of feature ranks across
datasets. This framework [11] provides a consistent and understandable way to clarify the relevance of
particular metrics in complex models.
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The outcomes offer significant advantages for next studies since they help to efficiently evaluate

new features and improve low computational burden classification algorithms. This work integrates feature
evaluation with model building to help to develop more strong and interpretable solutions for BGP
anomaly detection and network security.
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OIIIHKA BIIJINBY O3HAK Y MOJEJISIX BUSIBJIEHHS
AHOMAJIIM BGP HA OCHOBI SHAP

Map’sin Kupuk', Cranicias Mapynsik', Tapac Anapyxis’

'Hayionanonuii ynisepcumem “JTvgiscoxa nonimexuixa”, eyn. C. bandepu, 12, 79013, JTvsis, Ykpaina
? Jlvsiscvra ¢iniss BAT “Yipmenexom”, eyn. Jopowenxa, 3, Jvsis, 79000, Vpaina

Kiacudikamist anomaniii 3 BukopuctanusiM [Iporokony I'panuunoro HInto3y (BGP) BaxmBa st
3a0e3nevyeHHs] CTaOUILHOCTI Ta Oe3MeKu 1HTEPHETY, OCKUIBKHM TaKi aHOMaii MOXYTh ITOpYIIyBaTH
poOOTY Ta 3HMXKYBATU HAIIMHICTH MEPEXi. Y TOMEPEIHIX MOCHTIHKEHHAX Ii€l peaMeTHOI 00nacTi
OyJI0 MPOaHATi30BaHO BIUIMB 0a30BHX XapaKTEPUCTHK IOBiIOMIICHs OHOBJICHHA BGP Ha momemi
BUSIBJICHHS aHOMAJil, INPOTE OMWCaHI MiAXOAM YacTO BHKOPUCTOBYIOTH METOAM 13 BHCOKOIO
00YHCITIOBAITLHOIO CKJIAJTHICTIO, BAXKKI I PO3YMIHHS Ta MOXKYTh CIIPUYHMHSATH TPYIHOLII TiJ| Yac
3aMiHM HAOOpIB JAHWX Yd TPEHYBAIBHHX MOJCICH. Y CTaTTi BHKIAJACHO HOBUM IMiIXia IO
OI[IHIOBAHHS BAXIMBOCTI XapakTepucTMK Ha ocHoBi MeroaiB SHAP (SHapley Additive
Explanations), sikuii IPOIOHYE CIIPOLIEHY, 3pO3yMilny Ta e()eKTUBHY albTEePHATUBY, CIIELIabHO
po3pobnieny it Momened kimacudikarii Ha ocHoBi LSTM. PospoOneHo crerianizoBaHHiA
IHCTPYMEHT /TSl €EKTUBHOI OLIHKU BIUTHBY XapaKTEPHUCTHUK, SKUH ITOEIHYE CTATUCTUYHHHN aHaI3 i3
Bi3yaJTi3allisiMi JUIA KpAIoro po3yMiHHsS pe3yibTaTiB. llel IHCTpyMEHT &Iae 3MOry OIlHIOBaTH
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r7100aJIbHUH BIUTMB XapaKTEPHCTUK VISl Pi3HUX HAOOpIB JaHUX, SIK TIO3UTHBHUM, TaK 1 HETaTUBHUM.
Kpim Toro, BiH Hasiae iHpopMariiro npo BIUIMB XapaKTEPHCTUK [UTsI KOKHOTO KIIacy, IEMOHCTPYIOUH,
SIK OKpEMi XapaKTEPUCTHKU IO-PI3HOMY BIUIMBAIOTh HA BUSBJICHHS PI3HUX TUIB aHOMaii. J[is
MIepeBipKU CTaOLIBHOCTI OTPUMAHUX PE3YJIBTATIB BUKOPUCTaHO HAOOPH aHUX, IIO MPEICTABISIOTH
JIEKITbKA THIIB aHOMAJIH, Taki sSK HpsMi, HenpsiMi Ta 300i. Takwii piBeHb Aeramizallii Aa€ 3MOry
JIOCHiHUKaM TokpantyBatd Mozemi LSTM st okpemMux Kareropiii aHomalid, 30epiraroun
3arajibHy e(EeKTHBHICTh. 3alpOIIOHOBAHO CTPYKTYPOBAaHWI ajropuT™M TOJIIILEHHsS Mojesei
kinacudikanii anomanii BGP i3 ypaxyBaHHSM OIIHKHM BIUIMBY XapaKTEpHCTUK. BHKOHaHO TecTh
crabimbHOCTI Ha pI3HMX Ha0Opax MaHUX Ui IATBEPDKEHHS HAMIWHOCTI  paHKyBaHHS
XapaKTePUCTHK, IO JTOAATKOBO 30UIBIIYE JOCTOBIPHICTH 3alpOIIOHOBAHOI MeTomonorii. Omvcanuit
y CTaTTi MiAXiA mABUILYe ¢HEKTUBHICTh CUCTEM BUSBIICHHS aHOMAIH, Jat04d JOCHIJHAKAM 3MOTY
iIeHTH(IKYBaTH KPUTUYHI XapaKTEPUCTUKH, BIPOBAIKYBaTH HOBI METPHKH Ta BJOCKOHAJIOBATH
HasBHI Momenmi LSTM, 110, CBOEIO Yepror, Ja€ MOXIIUBICTH IMIBHIUTH OC3MEKYy Ta CTIHKICTh
iHpopMaIiiHO-KOMYHIKAIIHHUX MepeX, e(EeKTHBHO BIIIOBIIAIOMM HAa HOBI BUKIMKH Y cdepi
MEpEeKeBOi Oe3MEKH.

Kurouosi cinoBa: BGP, SHAP, eusenennsi anomaniil, Habopu OaGHUX, MAUWUHHE HAGUAHHSL.
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