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JEKJIAPATUBHHH MIAXIJ 10 MPOEKTYBAHHA TA BIITBOPIOBAHOI'O HABYAHHA

CKIAJHUX MOJE/JIbHUX CTPYKTYP /1A MOHITOPUHTOBUX IPOTPAMHUX ATEHTIB

Po3pobnieHHS e(eKTHBHUX MOHITOPHHTOBUX IIPOTPAMHHX arcHTiB, W0 € BAXIMBHMH KOMIIOHEHTAMH CYYacHHX
MynbTHarenTHUX cucteM (MAC), Bce Oinbllie MOKIAJaeThCsl HA CKIIAQJHI MOJENBHI CTPYKTYPH, Taki fK OaraTomaposi
aHcaMOJii MalMHHOro HaB4YaHHs. OJIHAK 3POCTaHHS CKJIAJHOCTI IMX apXIiTEKTyp CTBOPIOE 3HAYHI BUKJIHMKH CTOCOBHO
3a0e3MeueHHs HaiHHOCTI, ayIUTO3IaTHOCTI Ta, 1[0 HAWBaXXITUBIIIE, BIATBOPIOBAHOCTI CKCIIEPUMEHTAIBHUX PE3YJIbTATIB.
Jlyisi BUpILICHHST 1[bOTO 3aBIaHHS y CTaTTi 3alpONOHOBAHO JICKIAPATUBHUM IiJXiJ, 30CEpeKEHUH Ha HOBOCTBOPEHIN
npeaMeTHo-opieHToBaHii MoBi (DSL). Llst MoBa Hajae CTpYKTYpOBaHWil, 3po3yMinuii opMaT Uil ONMCAHHS YChOTO
npoiecy NmoOyJIOBH MOJENI: BiJl MiATOTOBKM JaHUX Ta TileprnapaMeTpu4Hoi onTuMmizaiii 10 CKiIagHol KoHQiryparii
OararomapoBuX aHCamOIiB, ypaxXOBYHOUM MEXaHI3MHM PELUPKYJSIIl Ta MiJBUIICHHS OJHOpPiAHOCTI aaHuX. Po3pobieHo
MporpamMHy CUCTeMYy, 110 iHTeprnpetye mo DSL s aBTomMarusaiii npoiecy HaBuaHHs. KITFOUOBOK OCOOJIMBICTIO I[BOTO
IpOIECY € aBTOMATHYHA I€Hepallis CaMOJOCTaTHBOTO, BIATBOPIOBAHOTO IAKETa, II0 MICTHTh HE JIHIIE Cepialli3oBaHi
Mojeni, a i yci moB’s3aHi KoHQIrypauii, METpUKM HPOLYKTHBHOCTI Ta JA€TalbHI JAaHi IpO MOXOIKeHHS. OCHOBHI
Pe3yJIbTaTH JEMOHCTPYIOTh, IO Lel AeKJIapaTHBHUN MigXix Ja€ 3MOry e()eKTHBHO YHPABIATH CKIAQJIHHMH POCYHYTUMU
eKCIIepUMEHTaMH, 3a0e3leuye LTICHICTh CTBOPEHUX MOJENEH Ta rapaHTye iXHIO IOBHY BiITBOpIOBaHICTb. Takox Oyi1o
BCTAHOBJIEHO, 10 (hopMaizallisl eKCIepUMEHTaNbHUX HajnamryBanb y DSL Hanae HaniliHy OCHOBY Ui 00’ €KTUBHOIO
HOPIBHSAHHSA PI3HUX MOJEIBHUX apXiTeKTyp. 3aranaoM 3amponoHoaHuil DSL-opieHToBaHUIl MiAXil CTBOPIOE HAlilHY Ta
ayIUTO3JaTHY OCHOBY IJIs PO3POOJICHHS Ta Baiijamii epeKTHBHHUX MPOTPAMHUX arcHTIB, HOJAI0YM KPUTHYHUH PO3PUB
MIX QJITOPUTMIYHHMHU JIOCHI/DKCHHSIMU Ta MPAKTHYHOK MOTPEOOI0 y HAAIMHUX CHUCTEMaxX MAIIMHHOTO HaBUYaHHS, IO
MOYKHA PO3TOPHYTH.

Knrwuosi cnosa: MynbTHAreHTHI CUCTEMH, areHTHO-OPIEHTOBAHUI MOHITOPHUHT, MpeAMETHO-OpieHTOoBaHa MoBa (DSL),
BiJITBOPIOBAHICTH MOJICNICH, aJITOPUTM CHHTE3y MOJIEJICi, 0araromapoBi MOJICIbHI CTPYKTYPH.

Bceryn / Introduction

CydJacHi CHCTEMH IHTEIEKTYyaTbHOTO MOHITOPHUHTY YacTO
pealti3yloTh Ha OCHOBI apXiTEKTypH MYJIBTHAareHTHUX CHCTEM
(MAC) a5 CTBOPEHHSI THYYKHX Ta aBTOHOMHUX pitieHs [1].
Kilo4oBUM  €71eMEHTOM TaKUX CHCTEM € MOHITOPHHIOBHI
MPOTPaMHUN ~ areHT, e(EeKTHBHICTh SIKOTO BH3HAYAETHCS
SIKICTEO MOTO BHYTPIIIHIX MOJEIBHUX CTPYKTYP, IO BiJIIO-
BIJIAIOTH 3a MIPOTHO3YBaHH:I, KJIaCH(IKallilo Ta 1HIII IHTEJIeKTY-
ampHi  QyHKIil. 7S HOCATHEHHS BHCOKOI TOYHOCTI Taki
CTPYKTYpPH 4YacTo OyIyIOTh Yy BHIJIAAI CKJIaJHUX, OaraToria-
pOBHX aHcamOJIiB, sKi KOMOIHYIOTH MPOTHO3M JIEKIIBKOX
okpemux Mojenei. Jlis migBuIIeHHS iXHBOI e(eKTHBHOCTI
JOBEJICHO JII€BICTH METOMy OaraTomapoBoi permpKyJIsIil,
3aIpOIIOHOBAHOTO B [2] Ta yIOCKOHaneHOro B [3], a Takox
JIOCHIJPKEHO METO/M IiJIBUIIEHHS OJHOPIAHOCTI IMiJ Yac
Ppo06OTH 3 PI3HOPITHUMY JAHUML.

Tlocmanoexa 3aedanns Oocniodcenns. Jlenami  Oinbina
CKJIAJIHICTh MOJICJIBHUX CTPYKTYp MHPHU3BOAUTH 10 BUKIHUKIB
CTOCOBHO HAJI{HOCTi, BIATBOPIOBAHOCTI Ta KEPOBAHOCTI iX
CTBOpeHHsI Ta po3ropraHHs. Kongiryparisi Takoi CTpyKTypH,
IO OXOIUTIOE JIEKIJIbKa eTamiB IepeaoOpoOseHHs, JeCSITKU
anropuTMiB cuHTe3y Mojenei (ACM) Ta ckiTamHi 3B’SI3KH MDK
HUMH, 3aHaJITO TPOMI3/IKa IS PyYHOTO KePYBaHHSI Ta CXHJIbHA
JI0 TOMWJIOK. BincyTHicTs (opmani3oBaHOro Omnmcy iCTOTHO
YCKJIAJHIOE ~ BIJITBOPEHHS, OHOBJEHHS ab0 IepeHeCceHHs
MOJICITBHOT CTPYKTYPH, IO € OJHHUM i3 KIIFOYOBUX 3aBJaHb Ha
HUISIXY BiJ| IOCII/DKEHHS J10 MPaKTUYHOTO 3aCTOCYBaHH [4] .

06’ckm  Qocniddicennsi — TIPOLEC >KUTTEBOTO IUKITY
(TpoekTyBaHHS, HABYAHHS, BaJiIaIlis, POTOPTAHHS) CKIIA-
HUX MOJICNIbHUX CTPYKTYP JUISl IPOrPAMHKX areHTIB.

Ilpeomem oOocniddicennss — METOAM Ta 3aco0M JeKiapa-
THBHOT'O OITKCY Ta aBTOMATH30BAaHOI IeHEePAllil BiITBOPIOBAHUX
TIOCTTIOBHOCTEH il TSI HABYAHHS Ta PO3TOPTAHHS MOJICIICH.
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Memorwo pobomu € po3poOJCHHS Ta OMUC MIAXOIY, IO
IPYHTYETBCA Ha MpeaMeTHO-opieHToBaHiM MoBi (DSL),
SKHA JJa€ 3MOTY CIIPOCTHTU TPOEKTYBAHHS, ITiABHITUTH
HAIWHICTh Ta 3a0€3MCYUTH TIOBHY BiITBOPIOBAHICTH IPO-
L[eCy CTBOPEHHS CKJIQJIHUX MOJICIbHUX CTPYKTYP.

JIst MOCSITHEHHSI TOCTaBJICHOT METH OyJio BHU3HAYEHO
TaKi 3a80aHHs OOCTIONCEHHSL:

Po3pobutnn cxemy DSL, 3maTHOi THyYKO OINMHCYBaTH
CKJIaHI aHCaMOJIeB1 apXiTEKTYpH.

PeanizyBaTi mporpaMHUI KOMITIEKC, IO IHTEPIIPETYE
DSL mis aBTOMaTH3aMii mporiecy HaBYaHHS.

Po3pobutn  MexaHi3M reHepamii  BiATBOPIOBAHOTO
MaKeTa, 10 MiCTUTh yCi HEOOXiTHI MOJICi Ta METaIaHi.

[IpomemoHCTpyBaTH pOOOTY 3aIPOIIOHOBAHOTO IMiIXOILy
Ha TPUKIai KOHQITyparii cKiIagHoi MOAETBHOI CTPYKTYPH.

Ananiz ocmanmnix oocnioxycenv ma nyonikauii. Jns
OOIpYHTYBaHHS aKTyaJbHOCTI Ta BU3HAYCHHS HEBHUPIIICHOT
YaCTUHM 3aBJAHHS OUIIHHO PO3TIISHYTH YOTHPH KITFOYOBI
HampsiMM  OCHIDKEHB: MPOOJIeMy BiITBOPIOBAHOCTI B
MalIMHHOMY HaBYaHHI, HasiBHI CHCTeMH ynpaBiiHHi ML-
excriepumentamu  (MLOps), migxoawm OO0 aBTOMaTH30Ba-
HOTO MAaIIMHHOTO HaB4aHHS (AutoML) Ta aexmapaTwBHI
MiAXOH B il rarysi.

IIpobaema 6i0MEOPIOBAHOCI Y HAVKOBUX OOCTIONCEH-
max 3 MH. OpHiero i3 TOCTpUX MpoOJIeM CydacHOi HAyKH
PO JIaHi € BiITBOPIOBAHICTh Pe3yibTaTiB. SIK 3a3HAUEHO Y
crarti [4], ©araro BHCHOBKIB i3 pOOIT 3i IITY4HOTO
IHTEJIEKTY Ba)XXKO a00 HEMOXKJIMBO MOBTOpHUTH. YacTo 1e
MOB’s3aHO HE JIMIIE 3 BiACYTHICTIO IOCTYNy A0 KOIy YU
JlAaHWX, @ ¥ 3 HENOBHMM ONKHCOM YMOB EKCIIEpUMEHTY:
TOYHMX Bepciii mporpamMHuX 0i0Ii0TEK, ycixX rineprnapamer-
piB Ta HehopMaNbHUX HANAIITYBaHb, SIKi BAKOPHCTOBYBAIN
ToCHimHUKH. Taka CHTyallii CTBOPIOE “KpH3y BIiATBO-
PIOBAaHOCTI”, 1110 3HMKYE JIOBIPY /IO PE3YJIBTATIB Ta TaIbMYE
HaykoBuil mporpec. Lle mimkpecmioe motpedy B iHCTPY-
MEHTax, sKi 0 3a0e3meuyBajy MOBHE Ta MPO30pE TOKYMEH-
TyBaHHs BCIX €TaliB eKCIIEPUMEHTY.

Cucmemu  ynpaeninus — ocummeeum  yuxiom MH
(MLOps). JIns BupinieHHsS TpoOJeMu BiITBOPIOBAHOCTI Ta
YIpaBIiHHSA  €KCHepUMEHTaMH  PO3pOOJIEHO  HU3KY
wiatdopm y mexax xonuenuii MLOps. Taki incTpymenTH,
sk MLflow [5] ta Kubeflow[6], HagaroTh mOTyXHi 3acobn
aBromatm3amii. MLflow mae 3MoryBifcTexyBaTH Iapa-
METpH Ta METPUKH, KepyBaTH BepCisIMM Mojeledl Ta
posropratu ix. Kubeflow, cBoe€to deproro, € KOMIIIEKC-
HIIOIO TUTATPOPMOIO JUI  OpKecTpallii OaratoeTamHux
npolieciB HaBuaHHs y cepegosuili Kubernetes.

OjiHaK i CHCTEMH YacTO MOTPeOYIOTh 3HAYHMX IHXKe-
HEpHUX 3yCWIb I HAaJAlITYBaHHS, a JOTIKY EKCIepH-
MEHTIB Yy HHX OIMCAaHO MNEPEBAKHO IMIEPATUBHO, TOOTO
4yepe3 HalKMCaHHs NPOrpaMHOro Koay. BoHM He HamaroTh
3pyYHHX, NEKIapaTHUBHUX 3aco0iB IS OMHCAHHSA CaMe
CKAAOHUX, KACMOMHUX AHCAMOLe8UX apXimekmyp, TAKUX SIK
OaraToriapoBa PEIMPKYJAIisl Y TiJBUIICHHS OJHOPI-
HOCTI, sIKa y IIEHTP1 YBar HAIIOTO JOCITIHKCHHS.

ABTOMaTH30BaHe MamlWHHe HaB4YaHHA (AutoML).
Cuctemu AutoML, Taki six Auto-sklearn [7] a6o TPOT,

WyTh II€ Jajii B aBTOMATH3allii, HAMAralo4uch CaMOCTIHHO
3HAWTH ONTHUMAJbHY MOJENb Ta Ii rineprmapameTpu s
3amaHoro HaOopy maHuUX. BOHHM KOpHCHI ISl IIBHAKOTO
OTPUMAaHHS 0a30BUX PIllICHb.

He3Baxaroun Ha TOTYXHICTh, iXHIM T'OJOBHHUM HEHIO-
JIKOM 4YacTo € MiIXiJ “dopHOi CKPUHBKH: KOHTPOJIb
JOCIITHUKA HaJl KiHIIEBOIO apXiTEKTypor MOAeni oOme-
JKeHui. AutoML-cucreMn He mNpu3HAYeHi A dexiapa-
MUBHO20 NPOECKMYGANHs, JIe JIOJUHA CBIIOMO KOHCTPYIOE
CKJIaIHy MOJCNBHY CTPYKTYpy (Hampukiajn, Oarartormia-
poBuii aHCAMONb 13 MEBHUMH MOJCISIMH Ha KOXHOMY
mapi), a cucreMa Juile 3ade3rnedye HajiiiHe Ta BiATBO-
pIOBaHE BUKOHAHHS I[HOTO TIPOEKTY.

JexnapatuBHi migxoau Ta DSL y MalmmHHOMY HaBYaHHI.
Iness BuKOpHCcTaHHS TpeaMeTHo-opieHToBaHUX MOB (DSL)
JUISL CHIPOIICHHS CKJIAJHUX 3aBIaHb He HoBa. Taki iHCTpY-
meHTH, sk TensorFlow (depe3 Keras) [8] abo PyTorch [9],
TAaKOX BHKOPHCTOBYIOTH JICKIApPAaTHBHI EINEMEHTH JUIA
OINMCAHHSl AapXITEKTYpH HEHPOHHUX Mepex. JlocmimHuk
OIMCYy€ IIapy MEPEeXi Ta 3B SI3KM MDK HUMH, a (ppeiiMBOpK
caM MIKITYEThCS PO OOUNCIIEHHSI Ta ONTHMI3aIIilo.

Bimomi neximapaTBHI MiAX0IHM 30CEPEDKEHI IEPEBAKHO
Ha ONHWCI apximekmypu 0OHiei Mmodeni (NEPEBAKHO
HEHpOHHOI Mepexi). BoHM He 0XOIUTIOIOTh YBECh JKUTTEBUI
LIUKJI EKCIIEPUMEHTY: BijJ mepenoOpoOsieHHsT 10 BHOODY 3
nyny pisHopimaux ACM Ta aBTOMaTtmdHOi reHeparii
MTOBHOTO, BIJTBOPIOBAHOTO IMaKeTa 3 yciMa apredaKkTaMu.
Orxe, iCHye HEBHUpIllleHe 3aBJaHHS y BHUIJISI BiICYTHOCTI
JIETKOT0, THYYKOT'O Ta BOJIHOYAC CTPOrOro iIHCTPYMEHTY IS
JIEKITapaTUBHOTO TPOEKTYBAHHS BCHOTO EKCIIEPUMEHTY 3i
CKJIATHUMH, KaCTOMHHMH aHCAMOJIEBIMHU apXiTEKTypamH,
SIKOT CTOCYETBCS 1151 poOOTa.

Pe3ysibTaTH AOCTiAXKeHb Ta iX 06TrOBOpeHHsA /
Research results and their discussion

Apximexkmypa npeomemno-opicumosanoi mosu (DSL).
OCHOBOIO 3aIpOIIOHOBAHOTO ITIJXOAY € HPEIMETHO-OPi€H-
TOBaHAa MOBA, pealli3oBaHa y BHTIIAAI CTpyKTypoBaHoi JSON-
cxemu. Takwii QopMaT Hagae pPO3POOHUKY TOTYKHHUN
JIKJIapaTHBHUI 1HCTPYMEHT JUISl TIOBHOTO Ta OJIHO3HAYHOTO
OMHUCAHHSl yCi€i apXiTeKTypH CTBOPIOBAHOI MOJENBHOT
CTPYKTYpH Jj1s1 nporpaMHoro areHra. Bukopucrtanus DSL
YiTKO BIJIOKPEMJIIOE €Tall JIOTTYHOTO TIPOEKTYBAHHS Bif
IporpaMHo1 peatizarlii, 10 IiABUIILYE IPO30PIiCTh, THYUKICTh
Ta 3HIKYyE WMOBIpHICTH momMmiuok. Cxema DSL wmicTuth
JIEKiIbKa KITIOYOBHMX CEKI[iH, 110 JIOTIYHO ONMHUCYIOTh KOXEH
eTar KOHCTPYIOBaHHS MOJEIBHOT CTPYKTYPH:
e dataset Ta splits: BU3HAa4YeHHs [Kepela JaHUX Ta
MIPaBUJI HOTO PO3/IiICHHS;

® preprocessing: KoHQiryparis eramiB meperoOpoo-
JICHHA JJIS PI3HUAX TUIIB O3HAK;

® model: 6a30Bor0  (OIHOPIBHEBOTO)
ACM;

® cluster_homogenization: omnucanHs mporecy Imij-

BU3HAUYCHHA

BHUIIICHHS OJJHOPITHOCTI aHUX;
® recirculation: KOH]Iiryparis
a"caMOJIiB;

OaraTomapoBux
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e search: HanamryBaHHs rineprnapamMeTpUYHOI ONTH-
Mi3arii;

e artifacts: xepyBaHHS 30epeKCHHAM pPE3yNbTaTiB Ta

apredakTis.

KoHcTpytoBaHHS MOJIENIBHOT CTPYKTYPHU 3@ J0TIOMOIOO
DSL BinOyBaeThcs MOCTIIOBHO, HIOM pO3POOHUK Bene
Jiaor i3 CUCTEMOI0, KPOK 32 KPOKOM BH3HAYalOUYM BCI
acmeKkTH MaiOyTHpOI Mozemi. Jlami po3rnsHeMO TNpH3HA-
YeHHs KOJKHOI 13 [IUX CEKI[iN JeTalbHIIIIE.

Bce mounHaeThes 13 BU3HAUCHHS TAHUX Ta 3aBIAHHS, 10
BUpIiIIyeThcst. Y cekiii dataset BKa3zyrOTh IUIIX 70 HAOOpy
naHuXx (path), Ha3BY LTBOBOI 3MIHHOI (farget) Ta THN 3a/adi
(task_type) — am 1O perpecis, un kiacudikamis. [licast mporo
y cekiii splits OMUCYIOTh CTpaTerio PO3AUICHHS TaHUX Ha
TPEeHyBAJIbHY Ta TECTOBY BUOiIpKu. TyT MOXKHA BUOpATH THIT
posmineHHs1 (fype), Hampukian, random Uil CTaHAAPTHUX
BUMAJIKIB, a00 stratified mns 3amau knacudikarii i3 He30a-
JIAHCOBAaHUMHM KJIacaMH, MO0 3a0e3MeuuTH 30eperKeHHS
mporopiii  kmacis y o06ox BuOipkax. TakoX BKa3ylOTh
po3mip TecToBoi BUOIpKH (fest_size), 1O @€ 3MOTy THYYKO
KepyBaTu 00CATOM JaHUX [T HABYAHHS Ta OIiHKH.

HacTymHuM JTOTiYHIM KPOKOM € JieTaiabHa KOH]Iryparis
eTariB MepeJOOPOOIICHHS JaHUX, IO OMUCYETHCS B CEKIil
preprocessing. Bora Mae okpemi TUIKH JUIS YHCIOBHX Ta
KaTeropiaJbHUX O3HAK, IO BijoOpakae crerudiky podotu
i3 PI3HOPITHUMH TaHUMH. {751 YUCTIOBUX O3HAK PO3POOHUK
MOXE 3a7aTH METOIM 3allOBHEHHS NPOMYCKIB (nan),
HanpuKIan, mean (CEpeHIM 3HAYSHHSIM) YU median, mo €
CTIHKIMAM 10 BUKHUIIB. BU3HA4YalOTh TaKoX THO MacIITa-
OyBaHHs (scaler), sk-0T standard (cranpapTuzawis), minmax
(Hopmarmizamisi 10 fiama3oHy) 4d robust, IO BUKOPHCTOBYE
KBaHTWJII Ta € CTIHKUM 10 BHKHAIB. ONIIOHAIBHO, ISt
JIAHUX 13 aCUMETPUYHUM PO3IOJIIJIOM, MOXKHA 3aCTOCYBAaTH
AITOPUTMU  KOpekwii acumerpii (skewness), Taki sk
niepetBopeHHst bokca — Kokca abo €o — Jlxoncona. s
KaTeropiajJbHUX O3HAK, CBOEIO YEproro, BH3HAYAIOTH CTpa-
Terii 0OpOOKM TIPOMYCKIB (Hampuknan, most frequent abo
new_category) Ta MeTOJ KOAyBaHHS (encoder), HampUKIamd,
one_hot. Takwii HeTami30BaHUM KOHTPOIb HAI Mepenoo-
POOJIEHHSAM KPUTHYHO BasKJIMBHH, OCKUIBKH SIKICTBH IIJIIO-
TOBKH JaHUX Oe3mocepenHhO BIUIMBAE HAa (iHATBHUA
pe3ynpTar. BaxmuBo, 0 BCs JIOTiKa OMpAIFOBaHHS TaHUX
TErep OIMcaHa B €IMHOMY KOH(pirypamiiinomy Gaitmi. Ile
POOUTH IpoLIeC MOBHICTIO MPO30PUM Ta BiJITBOPIOBAHHUM, HA
BiZIMiHY BiJ{ TXO/iB, I¢ KPOKH IIepenoOpoOIeHHS “3amuTi”
B NPOrpaMHUIl KOJ i € HEOYEBUIHHMH MIJIsi 30BHIIIHBOTO
aHamizy. Takuii JeKIapaTUBHHUN OIKC TaKOX A€ 3MOry
JIETKO TIOPIBHIOBATH Pi3HI CTpaTerii mepeaoOpoOku, 3MiHFO-
oYM JIMIIe Kigbka mapamerpiB y DSL, 3amicTe meperu-
CYBaHHsI BEJHMKHX YacTHH KOJy, II0 3HAYHO IIPHCKOPIOE
JOCIITHAIBKKI nporiec. Taka THYUKICTh HajallTyBaHHS
Ba)XJIMBA, OCKIJIBKH BHOIp METOMy OOpPOOKH TPOMYCKIB WH
MaciITadyBaHHs MOXKE ICTOTHO BIUIMHYTH Ha €()EKTHBHICTh
pisaux ACM. Hanpuknan, JniHidHI Moneni YyTJiMBI 70
MacmTady o3Hak, Toxi Sk 11t ACM Ha OCHOBI JiepeB pillicHb
me He Tak KputhdHOo. HasBHicTh mux ommii y DSL mae
PO3pOOHMKY 3MOTY CBIiZIOMO TIPOEKTYBAaTH TIOBHHH LIUKI

OTIpaIfOBaHHs aJalTOBaHUM  IIif
MOJICIbHY CTPYKTYpPY, IO € TMEepeBarol0 TMOPIBHIHO 13

)I(OpCTKiH.II/IMI/I, aBTOMAaTU30BaHUMH CUCTCMaMMU.

JIaHUX, KOHKDPETHY

[Ticna BH3HAYEHHS MAaHUX Ta iX TMepenoOpoOICHHSA y
model
mozaeneii (ACM) Ta MOro cTaTudHi

ceKIii 3a1al0Th 0a30BHH  aJTOPUTM CHUHTE3Y
napamerpu. L4
KOH(]Iryparisi BUKOPUCTOBYEThCS IJIsI HABYAHHS IIPOCTOI,
OTHOPiBHEBOI MoOmedi 1 CIOYrye TOYKOKW BULIIKY IS
TNOPIiBHSHHSA CKIAAHIIIMX apXiTeKTyp. Ii 3acTocoByIOTH 3a
3aMOBUYYBaHHAM, SKIO B DSL He BHU3HAYCHO CeKIIil
recirculation abo cluster homogenization.

KirouoBoro ocobmmsicTio po3pobienoi DSL € BOymo-
BaHa TMIATPUMKA CKJIATHUX, OaraToeTamHuX apxiTeKTyp.
Cexkuis cluster_homogenization nae 3mory gexiapaTHBHO
OTMHCAaTH TMPOILEC IMiIBUIICHHS OTHOPIAHOCTI JaHHX.
Po3pobHuK BHOpaTH  METOJ]  TOYaTKOBOL
knactepusamii (method), mampuxman, kmeans abo gmm,
3a7aTH KiJbKICTh KiacTepiB (cluster count) Ta neTaIbHO
BU3HAYHTH, SKi caMe¢ HOBI O3HaKW OyIyTh 3rCHCPOBaHI.
DSL ninTpumye THY4KY KOHQIrypauilo IbOro eramy 4depes
(monae
NPOTHO3M BijJ CIEMiali30BaHUX MOJENEH Ml KOXKHOTO
cermeHnrta) Tta include cluster id (momae TPOTHO30BaHY
MITKy Kiactepa). s KOKHOTO 13 IMX €TammiB TaKOoX
MOJKITUBE 3MIIHCHEHHS 1HIWBITyalbHOI TineprnapaMeTpuaHoOl
omnTHMI3allii uepes nomue ipo_n_trials.

Jlis moOymoBu OaraTomapoBUX aHCaMOJIIB MpH3HAYCHA
cekuis recirculation. Bona Hanae aBa piBHi rHyukocTi. [ist
MIBUIKOTO  HAJANITyBaHHS  MOXKHA  BHKOPUCTOBYBATH
3arajibHi MapaMmeTpu, Taki sk first layer max_models Ta

MOXKE

noss-nepeMukadi:  include segment predictions

next_layer _max_models, 0 NarOTh 3MOTY 3aJaBaTH PI3HY
KUIBKICTh HaWKpalux 0a30BUX MOJEJeH sl MepuIoro Ta
HACTYITHUX IIapiB aHcamOmro. [lns rimOImoro KOHTPOIIO
nependadeHo cekiito layers, me MoxHa KOH]IrypyBaTth
KOKeH IIap peunupkyjIsAmii iHguBinyaasHo. Y wMexax
KOKHOTO IIapy MOYKHA BH3HAYHUTH TOYHY KUIBKICTH MOJENICH
(max_models), nHabip BuxopuctoByBanux ACM (algorithms),
a TaKOXK CTpaTerir0  arperaimii MporHo3iB (gating),
HanpuKian, upocte (average) abo 3BaxkeHe (weighted)
ycepenHeHHs. Taka JBOpiBHeBa cucreMa KoH(Irypamii 1ae
3MOI'Yy SIK INBHJKO IPOTOTHITYBaTH, TaK 1 J€TalbHO
MPOEKTYBATH CKJIaJHI TeTEPOreHHi aHcamOii. BeeneHus
TaKUX TapaMeTpiB, gK iHmuBimyanpHUE BuOip ACM Ta
HAJAIITYBaHHA gating Juii KOXKHOTO INapy, € KIFOYOBOKO
TepeBarolo, mo BiapizHsge mo DSL Bix mpocTimmx migxomis
o ancamOmoBaHHA. lle Hamae MOXKIIHBICTH peanizoBYBaTH
CKJIaJHI CTparerii, [e, mapu
BUKOPUCTOBYIOTb IOTY)KHI HEJIHIMHI MOJIEI /ISl BUSIBIICHHS

HalpHKIAJ, IOYaTKOBI
CKJIQJTHHMX 3aJIS)KHOCTEH, a (DiHaNbHI — POCTI JiHIHI Moesi
Jutst ctabinbHOi arperanii. ITo cyTi, nei MexaHi3M € THy4YKOIO
peamizamiero  imael (stacked
generalization)[10].

Hapernri, momryk onTHMalbHHX TillepnapaMeTpiB Ta
30epeskeHHs Pe3yJIbTATiB KOHQIIYPYIOThCS y CEKIisix search
Ta artifacts. Cexuist search 1ae 3MOry OIIIIOHAEHO aKTUBYBATH

CTEKOBaHOI  TeHepaizanil

rineprnapamMeTpuyHy onrtuMizaiio. CucreMa MICTUTH TIOTIe-
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PEIHBO BH3HAYEHI MPOCTOPU MOLIYKY ISl KOXKHOTO i3 ITij-
TpumyBaHux ACM, IO CHOpoIlye HaJAIITyBaHHS], aje pPo3-
POOHMK MOXe JIOTIOBHIOBATH 400 NEepeBHU3HAYATH iX depes Hoje
space. Cekuist artifacts, CBOEIO 4eproro, Kepye 30epeskeHHIM
yciX pe3ynbTaTiB poboTH. BoHa 1Mae MOXKIMBICTH BKazaTH
BUXIHY IHUPEKTOpito (output dir), BU3HAYUTH HEOOXIIHICTH
30epe)KCHHSI HABUCHMX MOJENCH Ta HANAIITyBaTH EKCIOPT
3HIMKa 0a3M [aHUX eKCTepuMEHTIB (db_export) s 3abe3-
TIEYCHHS] MAKCUMAJIbHOI BIITBOPIOBAHOCTI.

Memoo czinepnapamempuunoi onmumizayii. s
aBTOMaTH3amii Ipouecy MOMIyKY ONTHMAIBHUX Timep-
rapaMmeTpiB, 10 BRXKJIMBO AJSl JOCSITHEHHSI MaKCHMallbHOT
TOYHOCTI MOJIEJICH, Y 3aIPOIIOHOBAHMH ITi/IXi]l iIHTETPOBAHO
¢peiimBopk  Optuna [11]. Bubip nporo iHCTpyMeHTY
3YMOBJICHHH HOTO THYYKICTIO, €)EKTUBHUMH alIrOpUTMaMH
BuOOpy (30kpema, Tree-structured Parzen Estimator, TPE)
Ta MOJKJIMBICTIO JIETKOTO IHTETPYBAaHHS y CKJIAQJHI MPOLECH
HaBYaHHsI. BakmMBOIO 0COOJIMBICTIO peamizallii € IpUHITUT
“BHMKHEHO 3a 3aMoBYyBaHHsM”. [imepnapamerpuyHa
ontuMizanist (I'TIO) akTuByeThCS nHIIE TOMI, KON Yy
BimnoBigHii cekmii DSL sBHO BKa3aHO HEHYIBOBY
KUIBKICTh iTepamiit (n_trials). e 3abe3neuye po3poOHUKY
THYYKICTh: MOKHa BHUKOHYBAaTH SIK MIBUAKI CKCIIEPUMEHTH
31 CTaHAAPTHUMH TTapaMeTpaMu JUIsl ePEeBipKH TiNOTE3, TaK
1 mmOnn JOCHIHKEHHsT 13 aBTOMATHYHUM iAOUpaHHIM
napameTpis.

[ligxig TOBHICTIO IETEPMIHOBaHUIL: 3a (HPIKCOBAHOTO
rIo0aILHOTO TIOYAaTKOBOTO 3HAuUeHHs (random_state), 1o
3amaroTh Ha mouaTky DSL-¢aiiny, pesyiapraTi onmTumizarii
€ TIOBHICTIO BinTBOpIoBaHMMHU. Lle 3abe3neuyeTbes nepena-
BaHHSAM MOYaTKOBOro 3Ha4eHHs a0 00’ekTiB Optuna, mio
rapaHTye OJHAKOBY ITOCIHIOBHICTh BHIPOOYBaHB IIiJ Yac
KO>KHOTO 3aITyCKY i3 0JTHAKOBOIO KOH(Irypari€ro.

Jleranizaliss HajamTyBaHb Ja€ 3MOTY 3aCTOCOBYBATH
I'TIO i3 pi3HOrO KinbKicTIO P00 (Apo_n_trials) 10 okpemMux
KOMIIOHEHTIB MOJENBHOI CTPYKTYypH, IO € OIHI€I0 3
KIIIOUOBUX IepeBar po3pobiaeHoi DSL:

e Tuo6ansHa onTUMi3amis: 3a1a10Th B cekuii search

1 3aCTOCOBYIOTH /IO OCHOBHOI, OTHOPiBHEBOI MOJIEIII.

e JlokaasbHa onTUMi3amia: y cexmil cluster
homogenization ~ MOXHa  BHM3HAQUUTH  OKpEMHMH
Oro/uKeT JUIsl ONTHMI3alii MoJierneld AJIsl CerMeHTIB Ta
kiacudikaTopa KIacTepis.

e JlomapoBa omntumizamisi: y cexuii recirculation
MOXHA 33JaTH K 3araJbHUi OIO/DKET Ul BCiX
mapiB, TaK i 1HIUBIyaIbHI OIO/KETH VIS KOXKHOTO
Iapy OKpeMmo, IO Ja€ 3MOTYy IHTCHCHUBHIIIE OITH-
Mi3yBaTH, HaNpUKIAl, NEePIIHH, HAWBAXKIHBIIIHNA
mrap ancamoIro.

Taka THYYKICTh JJa€ 3MOTY 30CE€pEUTH O0UNCITIOBAIbHI
pecypcH Ha ONTHMi3amii HAWKPUTHYHIMIAX KOMIIOHCHTIB
MOJIETIBHOT CTPYKTYpH, IO BAXJIMBO ISl €(QEKTUBHOTO
BUKOPHCTAHHS PECYPCIB.

Ilpoyec nasuanns, reposanuii DSL. llepeTBOopeHHs
JeknapatuBHoro omucy B DSL Ha HaB4YeHy MOJENbHY
CTPYKTYpY Ta BIATBOPIOBAaHMH TMAaKEeT BHKOHYE CIHEIi-
amizoBaHMil mporpaMHHii KoMIUIeKc. Moro poGora ckia-
JIA€ThCsl 3 KUIBKOX JIOTIYHHMX eTarliB, M0 3a0e3NeuyloTh
HaIifHICTh Ta MOCIIIOBHICTE BUKOHAHHS.

1. Bagimauis ta mapcunr DSL. Ha mepmomy kpori
koH(irypauiiinuii  JSON-daiin mnepeBipsoTh Ha BiANO-
BigHicTh cxemi DSL. Cucrema KOHTPOIIOE KOPEKTHICTH
TUMIB JaHWX, Jialla30HIB 3HAYCHb (HANPUKIA, 1_trials Bij
1 mo 200), a TakoX JOTIYHI 3aJEKHOCTI MK ITapaMeTpaMu
(manpuknan, cluster _count € OOOB’SI3KOBUM JIJISI METOMY
kmeans). KpiM cCHHTaKCHYHOI BaJiiaIii, CHCTeMa BHKOHYE 1
CEeMaHTH4HI NepeBipku. Hanpukian, BoHa KOHTPOIIOE, 11100
KUTBKICTh QNTOPUTMIB, BKa3aHHUX I IIAPy PELUPKYIIAMIi,
Oyia JOCTaTHBOK IS BimOOpy max_models Moneneit, abo
o0 Baru aist weighted gating Oynu KOpPEKTHO BH3HAuEHI.
Takuit TBOpiBHEBHUI KOHTPOJIb TapaHTYE, 0 1O BUKOHAHHSA
Hajififie JUIe JIOTIYHO Y3rO/PKeHAa Ta CHHTaKCHYHO
MpaBUIbHA KOH]Iryparlisi, 0 MiABHIIYE HATIHHICTh BCHOTO
Mpolecy Ta 3amodirae MOMWIKAM IIiJ 4ac TPHUBAIOTO
BuKOHaHHS lle 1ae 3Mory BHSBUTH OMMIKH KOH(Irypamii
Ha PaHHBOMY €Talli, JI0 MOYATKy PECYpPCOEMHUX OOUNCIICHb.

2. IlinroroBka aanux. Ha ocHOBI cekmiii dataset, splits
Ta preprocessing BUKOHYIOTh BCi HEOOXimHI ormeparii 3
nmannMu. CriodaTKy AaHi 3aBaHTaXYIOTh Ta PO3AUIIOTH Ha
TpEeHYBaJIbHy Ta TecToBy BHOiIpku. I[loTiM, Ha OCHOBI
KoH(irypamii B preprocessing, OyAayloTb 00’€KT, IO
MICTHTh YCHO TMOCIIJOBHICTh KpOKIB TepeaoOpOOICHHS.
BaxmuBo, mo 1el 00’ekT ““HaBUa€ThCA” (HANPHUKIAI,
0o0UnCIIOE  cepefiHi Ta CTaHAAPTHI BIAXWICHHS IS
CTaHAapTU3allii) JuIe Ha TPEeHYBAIbHHUX JaHHX, a IOTIM
3aCTOCOBYETHCSl K JIO TPEHYBaJbHOI, TaK 1 JIO TECTOBOI
BHOIPKH, IO 3am00irae BUTOKY JTaHUX.

3. Bukxonannsi HaB4yaHHd. [IporpamHuii KOMIIIEKC
MOCIIIZIOBHO BHKOHY€E €TalM HaB4YaHHs, BH3HaueHi B DSL.
Sxmo BkazaHO cekiiro cluster homogenization, crouaTky
BUKOHYETBCSl KJIACTEPU3allisl TPEHYyBaJbHUX MAHHX, MIiCIIS
YOro JIsi KOXKHOTO OTPHMAHOTO KJacTepa 3aIlyCKaeThCs
OKpEeMHI TpoIeC HAaBYAHHS CIeIialli30BaHo1 Mojeli. SKo
BH3HAUeHO recirculation, iTepaTnBHO OyAYIOTH IIapu
ancamOxro. Ha xoxxnHoMy erami, mo notpeOye HaBYaHHS,
BUKJIMKAIOTh CHHTE3aTOp MOJENEH, SKWH, 3a mnoTpedw,
3armryckae nporec ['TIO 3 BiAmoBiIHOO KITBKICTIO iTepamii.

4. T'enepamisi pesyabTariB Ta Meraganux. llicis
3aBEpIICHHS HaBUaHHs cUcTeMa 30Mpae BCi pe3yJbTaTH:
HaBYEeHI MOJIeNi, cepialli3oBaHi 00’ €KTH TIepeoOpOOICHHS,
JIeTaJIbHI 3BITH IIPO METPHKM SIKOCTI Ha BCIX eTamax,
oNnTHMaNBHI rineprnapamerpu, 3Haiaeni B xoxi ['TIO, Tta
iHITY MeTaiH(popMatito, sika Oy/e 3amakoBaHa y (piHaTpHUN
BIZITBOPIOBAHMUII MaKeT.

[lporpaMHMii ~ KOMIUIEKC — CIIPOEKTOBAHO sIK  HaOIip
MOJYJIB, e KOKeH eram — Bix uutaHHs DSL 1o HaBuaHHA
MOZENe Ta MaKyBaHHS pPE3ylIbTaTiB — PpEali30BaHO SIK
OKpEeMHH KOMIIOHEHT. Takuil MOAYJIbHHU MiJXiJ iCTOTHO
CHPOILYE MiJATPUMKY Ta IMOAAIbIIE PO3MIMPEHHS! CUCTEMH
HOBUMH aJTOPUTMAMH UM  (DYHKI[IOHAIBHUMH MOXIIH-
BocTsiMu. Hampurian, monyns as Baiganii DSL moxe
OyTH BUKOPHUCTAHHUI OKPEMO JIJIsl IIIBUAKOT MEPEBIPKU KOPEK-
THOCTI KOH(irypamiii 6e3 3amycKy OBHOTO, PECYpPCOEMHOTO
TIpOLIECy HABYAHHS, 10 € KOPUCHUM Ha eTalli MPOEKTYBAaHHSI.
AHaJOriyHO, MOJYNb TAKyBaHHS apTedakTiB Moxe OyTh
IHTErpOBaHMW B IHINI CHCTEeMH JUIS CTaHAapTH3amii 30epe-
KEHHS pe3yJIbTaTiB.
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Jyiss HA0YHOI IEMOHCTPAIIIT FOTO TPOIIECY HAa PUCYHKY
HABEJICHO KOHIENTyalbHy Jiarpamy MdisiibHOCTI. Bona
UTFOCTpYE JIOTIYHY TOCHIOBHICTh KIIOYOBUX (ha3: BiX
MMOYATKOBOT Balijallii NeKiIapaTHBHOI KOHQIryparii, dyepes3
eTany MiATOTOBKM JaHUX Ta ITEPaTHBHOIO HaBYaHHS
MOJICIBHUX CTPYKTYp, A0 (piHampHOTO eTtamy (hopMyBaHHS
CaMoJI0CTaTHHOTO, BiITBOPIOBAHOTO ITAKETa 3 yciMa pe3yib-
TaTaMH.

®

1. Kondirypauis ta Basiiamis ) i

l Bximmti DSL-gatit JSON) |

[ Banizanin exemn DST ‘
Tak ¥ . Hi
< Kondirypania kopextaa? ﬂ

] ‘ TIOBLIOMIICHHS [P0 MOMIVIKY

y
O]

Tlapeimr Ta cTROper s 06'eKTin Kordiryparii
{

2. Iixrotonka JIanmx )
v

| Poytinenns Ha Train / Test
\

¥

HanuanHn 05'€KTiB MepeodposKIT
(e ma Train-aHms)

3. Tlporec Hapuasmms (Ha Train-Jiamix) J

p 2 ._Hi
¢ Bmmnaueno ‘cluster_homogenization'? P

i Tax

[ Knactepnanis Train-1asmx

¥

‘ Hapuannsa mMozeneit Jns cermentin
\ J

v Y
[ Hamamma knacnbikaTopa K1acTepin

¥

p
DopMyBaHms '30aratenoro’
CHOBHIIKA OIHAK

-

Tax * Hi

_ Bmmaweno recirculation'? ﬁ
e

l l Hapuaunsg Gasosol Mojgeni

{ HaBuaHHs Moleeil NOTOUHOTO mapy ]

{ BiuGip N maitkpamuix mozeneii J
< € me mapn?
4. opryans TTakeTa
1
36epekeHHs HARMEHIIX Moleseit
18 0G'€KTIR HepenoGposKIL
) ¥
(
Po3paxyHOK imaTbHIK MeTPIIK
Ha Test-ZaHix
{
Temepartis MeTaIaHIx
(provenance, integrity)
\
[ CrEOpenHs BiATEOPIOBAHOIO NakeTa (bundle)
|
(O]

KoHnnentyanbHa fiarpama JisiTbHOCTI TPOIIECY TPEHYBaHHS /
Conceptual activity diagram of training flow

Dopmyeannsn eiomeoprosano2o naxema. KiouoBum

pe3yabTaToM poOOTH MPOTPAMHOTO KOMIUIEKCY € CTBOPEHHS

BigTBOproBanoro makera (bundle) -
apxiBy, IO MICTUTh YCIO HEoOXimHy iH(opmamito it
MOBHOTO BIATBOPEHHS, ayauTy ab0 pO3ropTaHHS HaBUCHOL
MonenbHOI cTpykTypu. lleft miaxim 3a0e3medye IOBro-
TpUBaJIy LiHHICTP BHKOHAHOI POOOTH Ta € OCHOBOIO JUIA

CaMOJOCTaTHBOT'O

HaIIHHOTO PO3rOPTaHHS areHTiB. [1akeT MiCTUTh Taki KOMIIO-
HCHTH:

e resolved_config.json. ®inanpHa, BamizoBaHa Ta
noroBHeHa KoH(irypamis DSL, mo TouHO Bimo-
Opaxae BCi mmapaMeTpH, BHKOPHCTaHI IiJ Yac HaB-
YaHHs, ypaxoByrouu 3HaizeHi B xomi [TIO. Ile
€IMHE “IDKEePEIIo MpaBau” PO Te, K OYII0 CTBOPEHO
MO/JICTIbHY CTPYKTYPY.

e artifacts.json. Mana apredaxTiB, o0 MICTHTH Bij-
HOCHI NUIAXU 0 BCixX 30epexkeHux (aitniB (HaB-
YEHUX MoJjeleld, 00’€KTIB Al mepenoOpoOieHHs,
ManigectiB a1 cluster homogenization Tomo) Bce-
penvHi rmakera.

o (CepiaaizoBaHi Mojgeni Ta 06’ €KTH MeperoOPOOKH.
®dakTuyHi Gailm HaBYSHUX MOJeNel (Hanmpukiam, y
¢dopmarti .joblib), 1o gae 3Mory 3aBaHTAXUTH X 0e3
HEOOXi1THOCTI HOBTOPHOTO HABYAHHS.

® metrics.json. CTpykTypoBaHuii (aiinm 3 yciMa meT-
PHKaMH SIKOCTi, pO3paxOBaHWMH Ha TPEHYBAJIBHIHN Ta
TECTOBiH BUOIpKax, MO A€ 3MOTY IIBUIKO OI[IHUTH
e(PCKTHBHICTh MOJEIII.

® provenance.json. J[aHi po MOXO/KEHHS, IO Mic-
TATH Bepcii KIIOYOBUX Oi0JiOTEK, MMOYaTKOBI 3Ha-
yenHs (random state), Xemr KoOH}IrypamiitHux
¢daitniB Ta iHmy wMertaindopMmaliro T 3a6e3-
MIEYCHHS! MAaKCUMAaJIbHOI IPO30POCTI.

® integrity.json. @aiin i3 KOHTPOJBLHMMH CyMaMu
(SHA256) ycix QainiB y makeri, o0 Ja€ 3MOry
NepeBIPUTH IXHIO LUTICHICTh Ta HE3MIHHICTB, TapaH-
TYIOUH, IO TakeT He Oyno MoAu(}iKOBAHO MiCHs
CTBOPEHHH.

e dag.json (onuionajbHo). JleknapaTUBHUI omucC
HaBYEHOI MOJIENILHOT CTPYKTYpPH Y BHUIJISII CIIPSIMO-
BaHoro anukimiyaoro rpagy (DAG), mo roroBuii
JUIsl BAKOHAHHS y CHeNiali30BaHOMY CepeIOBHIII

Taka cTpykTypa mMakeTa TapaHTye, IO Oyab-sKui
JMOCTHITHUK a00 pO3pOOHWK MOKE HE JHIIE MEepeBipUTH
OTpUMaHi pe3yiabTaTH, a W JIETKO PO3rOPHYTH HaBUYCHY
MOJICIIbHY CTPYKTYPY B IHIIIOMY CEpEJIOBHIIII.

Pezynomamu odemoncmpauii ma eanioayii nioxooy.
Jus  meMoHcTpamii THYYKOCTI Ta MPAaKTHYHOI IIHHOCTI
po3pobaenoi DSL Oyso 3milicHEHO cepiro TEeMaTUYHUX
nociimkens (case studies) Ha HaOOpi AaHUX IMIPO BapTiCTh
MOi3MOK Ha Takci. MeTor WX JOCTiKeHb Oylo He
JIOCSITHEHHSI MAaKCHUMAJbHOI TOYHOCTI, a JIEMOHCTpAILisi
Toro, sik Jerko DSL nae 3mory koH(irypyBatH, Bij-
TBOPIOBATH Ta CUCTEMATHYHO JIOCII/PKYBATH BIUIUB PI3HUX
apXiTEKTYPHUX PillleHb HA OCTATOYHHI Pe3yJIbTaT.

CueHapii JIOCHiDKEHHST Ta pe3yiabTatd. Y Mexax
JIOCJI/DKEHHSI IPOTECTOBAHO JIEB SITh PI3HUX KOH(Iryparlii,
KOXHY 13 SIKMX OIHMCAHO 3a JO0NoMorow okpemoro DSL-
(aiiny. Lli ekcriepuMeHTH Jau 3MOTY OLIHUTH BILUTUB TAKHX
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ACIIeKTIB, SK ITIMOMHA PELHPKYIISLIi, KIIbKICTh MOJENIeH Ha
KOJKHOMY Imapi, cTparerii arperarii, BUKOPHCTaHHS ITiBU-
IICHHS OIHOPIMHOCTI JaHWX Ta 3acTOCYBaHHS Timep-
napamerpuyHoi ontuMizanii (I'TIO). PesynpraTn amst KoskHOT
KoH(Iryparii mogaHo B TaOJUIN, A€ MICTATHCS 3HAYCHHS
KOpeHs 13 cepeaHpokBagparndHoi moxubku (RMSE) mis
Ppi3HUX KOH(DIrypaIiif MOAETEHOI CTPYKTYpH
[NopiBHSHHS e(hEeKTHBHOCTI Pi3HUX apXiTEKTYp, HATAIITOBAHUX

3a nornomororo DSL / Comparison of the performance of different
architectures configured using DSL

Omnuc apXiTekTypu . .
o K RMSE
Ne (uepes DSL) JIF0Y0Ba KOHQITyparist S
1 Penmpkymsuis (1 wap) | recirculation: {layers: 1}| 11.06
) Permpkysiist (1 map) layers: [{hpo n_trials: 12.40
3I'TIO 40}] ’
3 | Pemmpkymsnis (2 mapu)| recirculation: {layers: 2}| 10.62
Permpxysiiis recirculation: {layers: 7,
4 . 8.97
(7 mapis, mpocra) max_models: 1}
5 Permpkyssiuis (7 wapis,| layers: [{max_models: 9.99
THyYKa MIIPUHA) 2}, {max_models: 3}, ...]
. . layers: [{gating:
6 PZIIIP;I;I Iiﬁ];?;fd (7a31;1p)13, average}, {gating: 10.88
gaung weighted}, ...]
HIHBI./ImeHH"I homogenization: true +
7 ORHOPLIHOCTI + recirculation: {layers: 1} 7.09
Peuupkysiis (1 map) P ayers:
ITinBuIEHHES L
onHopiHOCTi + homogenization:
8 . . {include_cluster_id: 7.45
Permpxymsinis (5 mapis, fa_lse} -
6e3 ID kmacrepa)
TligBuineHHst ..
onHopiHOCTi + homogenization:
9 . . {include_cluster id: 7.16
Permpxyssinis (5 mapis,
true}
3 ID kmacrepa)

Inmepnpemayis pesyromamis. SIk BUAHO 3 TaOIMI,
BukopuctanHs DSL nano 3Mmory He juine Jerko HaJjari-
TyBaTH Ta BUKOHATH IMUPOKHH CIEKTp apXiTEeKTyp, aje i
BUKOHATU IXHIM JeTajpHUN TMOpIBHAJIbHUN aHami3. JlaHi
JIAfOTh IiJICTaBy 3pOOUTH KUIbKA BaXKJIMBUX CIIOCTEPEIKEHB,
0 JEMOHCTPYIOTh IIiHHICTE DSL sK iHCTpyMeHTYy IUis
JTOCTIDKCHHS apXiTeKTypHUX PIllICHb:

o JlocailzkeHHsI TJIMOMHM peuMpKyJsinii (mopis-
HsauHA 1, 3, 4). DSL nana 3Mory jerko 3MiHIOBAaTH
KUTBKICTh TIApiB penupKymsamii. PesymbraTé cBif-
9aTh, OI0 MPOCTE 301ITBIICHHS TNTMOWHU HE 3aBXKIH €
ONTHMAJIBLHUM, a KOH]Iryparis i3 ciMmoMa miapam,
ajie JIMIIe OJHIEI0 MOJCIUTI0 Ha KOXKHOMY, BUSIBH-
nacst e(peKTHBHOIO.

e JlochiizkeHHs1 THY4YKocTi KoHGirypaunii mapis
(mopiBusinasa 4, 5, 6). 3aBIAKU JeTalbHIA KOH-
¢irypauii B cekuii layers Oyio mnporecToBaHO
apxXIiTeKTypH 3 pI3HOIO KIJBKICTIO MOAeNed Ha
KO)KHOMY TIapi Ta pI3HUMH CTpaTeTisiIMH arperarii
(gating). Ile nemoucTpye 3natHicts DSL onucyBatu
Ta TECTYBaTH CKJIaJHI, FeTepOTeHHI aHcamouIi.

® QOuinka BnuBy I'TIO (nopiBusinaa 1 Ta 2).
Excniepumenrt 3 aktuBoBaHow [TIO, HanamToBaHmii
yepe3 cekiio search, mokaszaB, 10 aBTOMAaTHYHA

OTITHMI3allisl HE TapaHTy€E MOKPANICHHS Pe3yJbTary,
mo migkpecaoe BaxumBicte DSL anms mBuakoi
MePEeBiPKU TaKUX NMPAKTUIHMX TiMOTE3.

® QOuinka KOMOiHOBaHUX apXiTeKTyp (MOPiBHAHHSA
7, 8, 9). DSL nana 3Mory Jierko MO€IHATH [Ba
CKJIaIH1 MiABUIICHAS OJHOPIIHOCTI
(cluster homogenization) Ta mojagbIly PELUPKY-
naniro. ExcrepuMeHTH MoKas3yroTh, IO caMe Taki

maxomdn —

KOMOIHOBaHI apXiTEKTypH AOCATAIOTh HaWKpallux
pe3ynbTatiB. Takoxk, 3MIHIOIOYHM JIMIIE OAWH Mpa-
moperb  (include cluster id),
BIUIMB OKPEMOi METa03HAaKH Ha KiHIEBY TOYHICTb.

BIATOCSd  OLUHHUTH

ITiomeepoocenns eiomeoprosanocmi. Jlns Bamigamii
BIITBOPIOBAHOCTI EKCIIEPUMEHT JUIS OJHI€i 31 CKIQJIHHUX
apxiTeKTyp OyJl0 BHUKOHAaHO IIOBTOPHO 3 THM CaMUM
¢ikcoBannMm random state. Pesynbratm 000X 3amyckiB
30imHCsS 3 BUCOKOIO TOYHICTIO (PI3HUIT METPUK MEHIIE
HDK le-9), mo miaTBepIKye MOBHY ICTCPMIHOBAHICTH Ta
HATIHHICTh 3alPOMOHOBAHOTO IMiXOY.

002060pennsa ompumanux pesyavmamis. 3IiCHEHE
JOCTI/DKEHHS Ja€ 3MOTY OIIHWUTH TPAaKTHYIHI TepeBaru
3amporoHoBaHoro  DSL-opieHTOBaHOTO — MimXomy Ui
KOHCTPYIOBAHHSI Ta aHANI3y CKJIAJHUX MOJIEIIBHUX CTPYKTYP.

Inmepnpemayis pezynomamie. Pe3ynpTaT, OTpHMaHi B
XOJli IEMOHCTpALIHHNX 3aITyCKiB, CBiIUaTh, M0 po3podieHa
DSL € rHy4kuM iHCTPYMEHTOM ISl TIPAKTHYHOI pearizarii
Ta TIOPIBHSHHS CKJIQJHHUX apXiTEKTyp. 3aMiCTh TOTO, II00
IUCaTH BEJIUKY KUIBKICTH MPOIPaMHOTO KOy, PO3POOHHK
MOKE€ IIBHJIKO OITMCYBATH Ta TECTYBATH Pi3HI KOH]iryparii,
3MIHIOIOYH JIMIIIE TIapaMeTpH B JeKiapaTuBHOMY (aiimi. Lle
ICTOTHO CHPOIIY€e JIOCHI/DKEHHSI BIUIMBY PI3HHX apXiTeK-
TYpPHHUX DIlIEHb, TAKUX SIK TJIMOMHA PELUPKYISLIT, MIMPUHA
mapiB aHcamOr0 a00 KOMOIHAIlS i3 METOJIOM TIiJIBUIIICHHS
onmHOpigHOCTI maHuX. lle Mo3WIlioHye 3ampONOHOBAaHHUN
MiAXig y NpOMDKHIA Him Mix yHiBepcambHuMu MLOps
mwratpopmamu T2 AutoML-cuctemamu. Ha BiaMmiHy Bin
iHcTpyMeHTiB, sk-oT MLflow [5], ski moTpeOyroTh
HaIMCaHHs KOy IS peastizallii KaCTOMHOI JIOTiKH, PO3p00-
nera DSL nmae 3Mory ommcyBaTH CKJIafHi aHcamOmi TOB-
HIiCTIO AeknapatuBHo. [TopiBHsHO 3 AutoML-cucremamu [7],
SKI 4acTo MpaljfoloTh SK “4opHa CKpWHbKa~, Hama DSL
3aJIMIIae TOBHUM KOHTPOJIb HAJl apXiTEeKTypol B pPyKax
PO3pOOHMKA, 30CEPEKYIOUNCh HAa KEPOBAHOMY HPOEKTY-
BaHHI Ta BIJATBOPIOBAHOCTI, a HE HA AaBTOMATHYHOMY
TIOIITYKY.

KirouoBoro mepeBaroro € 3a0e€3MEUYEHHS BiITBOPIO-
BaHOCTi. ['eHepallii caMOJOCTaTHROIO TIaKeTa 3 YyciMa
KOH(IrypalisiMu, MOJEJSIMH, METPUKaMHU Ta JaHUMH IPO
MOXO/DKEHHsT  (provenance) TapaHTye, IO pPE3yJbTaTH
MOXYyTh OYyTH HafiifHO BigTBOpeHi Ta mepeipeHi. lle
BUpilIye oOJHE 13 (QyHIAMEHTAJIbHUX 3aBJaHb i Yac
poboTH 31 CKIIaJHUMH, 0AaraTOKOMIOHEHTHUMH CHCTEMaMH,
KOJIM pe3yJbTaT MOXKE 3aJIe)KaTH BiJl BEJUKOI KiIBKOCTI
HESIBHUX HaJaIlITyBaHb.

Hayxosa mnosusna.
MOJIATAE Y TOMY, IIO:

1. Po3po0aeno cneniagizoBany DSL, sika ¢popmaiizye
Ta 00’€HYyE B €IMHII KOH(Irypamii IpOEKTYBaHHS CKJIa-
HUX, OararoeTarmmHuX MOJCIBHHUX  CTPYKTYp, BHKO-

HaykoBa HOBHM3Ha wi€l poboTH
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PHUCTOBYIOUH TaKi paHilIe MOCTIIKEHI METOIH, SIK Oararo-
IapoBa PEIUPKYISIIS Ta MMIBUIIECHHS OJHOPIIHOCTI
TAHUX.

2. 3anponoHOBAHO MiAXi /10 I'PaHYJISPHOro Kepy-
BaHH#A rinepnapamerpuyHoro ontumizauiero (I'TIO), mo
Ja€ 3MOTY 3aCTOCOBYBAaTH ii 10 OKPEMHX KOMIIOHCHTIB
CKJIaJTHOI MOJEIBHOI CTPYKTYpH (HAIPUKIAM, O OKPEMHX
miapiB  aHcamOIIr0), 30epiralouu TIOBHY BiJITBOPIOBAHICTH
pe3ynbpTaTiB 3a (JiKCOBAHOTO IMOYATKOBOTO CTaHY.

3. CpopmoBaHo MeTO] reHepauii MOBHICTIO camMo-
J0CTATHBOI0, BIATBOPIOBAHOI0 MaKeTa, 1[0 MICTUTH ycCi
HEOoOXiaHI apTedakTu Ta MeTagaHi Uil BaJIiAalii Ta ayJuTy
MOJICTBHOI CTPYKTYpH, 3a0e3leuyrodd i1 MiTiCHICTh Ta
MOPTATUBHICTb.

Ilpaxmuyna  3nauywicmse. llpakTHdHa 3HAYYIIICTH
OTPUMaHUX PE3yNbTATIB IOJSra€ y CTBOPCHHI HaAilHOTO
IHCTpYMEHTapilo il poOOTH 31 CKIAAHUMH MOJCIBHUMHU
apxiTeKTypaMu. 3arpoOrTOHOBAHUN TTiX11;

¢ IcTOTHO cHpoulye Ta NPUCKOPIOE TMPOIEC EKC-
NepUMEHTYBaHHA Ta HAJAIITYyBaHHS CKJIATHHUX
aHcamOJIiB, JTOTIOMAararo4d pPo3poOHUKAM IIIBU/IIIIC
3HAXOIWTH ONTUMAaNbHI KOH(Irypamii ii KOH-
KpPETHHX 3a]1a4.

e TapaHTye BiATBOPIOBAaHICTH pE3yNbTATIB, L0 €
(hyHIaMEHTaTBHOIO BUMOTOIO JIJISl HAJIIHHOTO TOPiB-
HSIHHS PI3HUX IIIXOJiB Y HAYKOBUX JOCTiKEHHSX.

e CrBopro€e HaiiiHUii MicT MIXK JOCJHIT:KEHHSAM Ta
PO3ropTaHHSAM, OCKUIBKH 3I¢HEpOBAaHUM BiITBO-
PIOBaHMI MaKET MOXE CJIYryBaTH OCHOBOK JIJIs
CTBOpPEHHS MOPTaTUBHUX rpadiB oounciens (DAG),
TOTOBHX JI0 BHUKOPHCTaHHA B pEANBHUX CHCTEMax,
30KpeMa, y BUIIAI BHYTPILIHIX MoJened s
Ha/liIHHUX NPOTPAMHUX areHTiB.

BucHoBku/ Conclusions

Mertoro mi€i poboTH Oyrno PO3pOOIeHHSA MiIXOAy, IO
Jla€ 3MOTY CIIPOCTUTH NPOEKTYBAHHS, HiJABUIIATH HaJiH-
HICTh Ta 3a0E3MEYUTH IOBHY BiITBOPIOBAHICTH IMPOLECY
CTBOPEHHSI CKIIQJIHUX MOJICIBHUX CTPYKTYp JJIsl MOHITO-
PHHTOBHX TPOrPAMHUX areHTiB. J[Js JOCSITHeHHSI 1i€l MeTH
3alpOIIOHOBAHO Ta JETaJbHO OIMCAHO JEKJIapaTUBHMU,
DSL-opieHToBaHMiA MiAXix, MEHTPATBHUM €JIEMEHTOM
SIKOTO € CIielliani3oBaHa MpeMeTHO-OPIEHTOBaHA MOBA.

Po3pobnena DSL nae 3mory dopmanizyBatu ta 00’€]1-
HaTW B €IWHINA, 3po3yMinidi KoHQirypauii Bci eranu
KOHCTPYIOBAaHHS: BiJ MiATOTOBKH NaHHWX Ta IepenoOpod-
JICHHSI JI0 OIUCY CKJIaJHHX, 0araToeTarnHuX aHCaMOJIEBHX
apXiTeKTyp, TaKMX sK OaraTomapoBa PpeLMPKYJSLis Ta
MABUINCHHS oOnxHOpimHOCTI maHmX. Ha ocmoBi DSL
peani3oBaHO MPOTPAMHUIl KOMIUIEKC, IO aBTOMATH3YE
MpolleC HAaBYAHHS Ta 3a0e3nevye AeTepMiHI3M pe3yJbTaTiB
3a (pIKCOBAHOIO IOYATKOBOI'O CTaHy, IO MiATBEPIKEHO
EKCIIEPUMEHTAIIBHO.

KinrouoBuM pe3ysibTatoM poOOTH € CTBOPEHHSI METOJNY
reHepailii caMOJIOCTaTHIX, BiATBOprOBaHMX makeTiB. Lli
MAKETH MICTSTh yCi HEOOXiIHI ISl pO3TOPTAaHHS Ta ayIUTy
KOMIIOHCHTH: HAaBUYCHI MOJIENi, MOBHI KOH]Iiryparii, MeT-
pUKH sIKOCTI Ta JaaHi mpo mnoxomkeHHs. Lle 3abesneuye

MOBHY IPO30pPiCTh, LUTICHICTh Ta MOPTaTUBHICTH PO3pO0O-
neHux pimens. [IpogeMoHCTpOBaHO, IO TaKWi MiAXid €
THYYKAM IHCTPYMEHTOM JUIS CHCTEMaTHYHOTO JOCIi-
JKCHHS Ta MOPIBHSAHHS PI3HUX apXiTEeKTYPHUX PillICHb.
Omxe, 3ampomoHoBaHWi DSL-opieHTOBaHMN MiAXi[T
YCHIITHO BUPILIye TIOCTaBICHI 3aBaaHHiA. Bin Hamae
PO3pOOHUKAM TMOTYKHUH I1HCTpYMEHTapid mist pobotd 3i
CKJIQJIHUMH MOJICIbHUMH CTPYKTYPaMH, ICTOTHO CIIpO-
HIYIOYH X MPOEKTYBAHHS Ta TAPAHTYIOUH BiITBOPIOBAHICTb.
Le, cBo€ro Ueproro, CTBOPIOE HAAIHHY OCHOBY JJIS TIOAANIb-
KX JOCHIKCHb Ta € BaKJIMBUM KPOKOM Ha IUIAXY Bif
TEOPETUYHOTO aHATI3y CKJIAJHUX MOJENEH M0 1X MpaKTH4-
HOTO 3aCTOCYBaHHS y BUTJIIII €(EKTHBHUX Ta HaJiHHHUX
MPOTPAaMHHUX areHTiB Y CKJIa/li MyJIbTHAT€HTHUX CHCTEM.
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A DECLARATIVE APPROACH TO THE DESIGN AND REPRODUCIBLE LEARNING
OF COMPLEX MODEL STRUCTURES FOR MONITORING SOFTWARE AGENTS

The development of effective monitoring software agents, essential components of modern multi-agent systems
(MAS), increasingly relies on sophisticated model structures such as multi-layer machine learning ensembles. However,
the growing complexity of these architectures presents significant challenges in ensuring the reliability, auditability, and,
most critically, the reproducibility of experimental results. Addressing this challenge, this paper proposes a declarative
approach centered on a newly developed domain-specific language (DSL). As a research method, this language provides a
structured, human-readable format for describing the entire model construction process. The DSL specification covers not
only data preparation and hyperparameter optimization but also the intricate configuration of multi-layer ensembles,
including advanced mechanisms like recirculation and data homogeneity improvement through clustering. A software
system was developed to interpret this DSL, thereby automating the complex training process. A key feature of this
process is the automatic generation of a self-contained, reproducible bundle. This bundle includes not only the serialized
models and preprocessing steps but also all associated configurations, performance metrics, and detailed provenance data,
ensuring no implicit dependencies remain. The main results demonstrate that this declarative approach effectively tackles
the complexity of managing advanced experiments, ensures the integrity of the created models, and guarantees their full
reproducibility. It was also found that formalizing the experimental setup in a DSL provides a robust and objective
framework for comparing different, often heterogeneous, model architectures. In conclusion, the proposed DSL-oriented
approach creates a reliable and auditable foundation for developing and validating effective software agents. This work
bridges the critical gap between algorithmic research and the practical need for trustworthy and deployable machine
learning systems in real-world applications.

Keywords: multi-agent systems, agent-oriented monitoring, domain-specific language (DSL), model reproducibility,
model synthesis algorithm, multi-layer model structure.
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