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SOFTWARE SYSTEM FOR AUTOMATIC DIAGNOSIS OF BREAST CANCER

The extremely pressing issue of breast cancer diagnosis, which remains one of the leading causes of mortality, requires
innovative approaches to improve the accuracy and speed of cancer diagnosis.

The paper substantiates the relevance of the problem of creating a comprehensive software system for automatic
diagnosis of breast cancer, which is an important step in improving the accuracy and efficiency of oncological diagnosis.
An approach to the development of such a system is proposed, which includes modules for biomedical image
segmentation, classification, identification of informative features, automatic diagnosis, image synthesis, data set
management, neural network models managements, metrics, and user management. The functional requirements for the
software were developed and its architecture was designed in accordance with the principle of single responsibility: each
module performs a clearly defined function, which ensures flexibility, scalability, and ease of further expansion of the
system. The implementation was carried out in the form of a modern web application using Next.js, FastAPI, PyTorch,
MongoDB, OpenCV, and Mantine UI technologies. The client-server architecture with support for cloud infrastructure
allows for efficient processing of large amounts of medical data, ensuring reliability, performance, and high availability of
the system. The database structure was designed in the form of a logical UML class diagram, which ensures reliable
information management, support for CRUD operations, and compliance with the requirements for maintaining the
integrity and confidentiality of medical data. Experimental studies have shown the effectiveness of neural networks in
biomedical image segmentation and classification tasks, in particular for cell isolation, marker evaluation, and cancer
subtype identification. The results of the study are of practical value and can be implemented in the activities of medical
institutions, as well as used for the further development of intelligent decision support systems in the field of digital

medicine.
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Introduction

The growing popularity of information technology and
artificial intelligence in the medical field opens up
significant opportunities for improving the efficiency and
accuracy of diagnosis.

Information technology is used for treatment planning
and patient record keeping, storage and processing of
medical data (medical history, test results, X-rays, etc.),
telemedicine, and more [1].

In the context of breast cancer, which remains one of the
most common cancers among women [2, 3], the development
of automatic diagnostic systems is extremely relevant. Such a
system can significantly speed up the process of detecting the
disease, reduce the likelihood of human error, and promote
timely treatment, which is critical for a successful outcome.
Automatic diagnostic systems often use neural networks,
which are widely used in the segmentation and classification of
histological and immunohistochemical images [4—13].

A research group led by Professor Oleg Berezsky at the
West Ukrainian National University has been working on
the application of artificial intelligence in computer
diagnostic systems for twenty years. A number of scientific

papers by the research group describe methods, algorithms,
and software tools for diagnosis in oncology [14—19].

The object of the study — is the development of an
automatic breast cancer diagnosis system.

The subject of the study — is the methods and means of
developing software for an automatic breast cancer
diagnosis system.

The goal of the work — is to develop an automated
breast cancer diagnosis system using artificial intelligence
methods and tools, which will improve the accuracy of
diagnosis through comprehensive image analysis, including
segmentation, classification, identification of informative
features, and diagnosis.

To achieve this goal, the following main research tasks
have been identified:

e to analyze scientific works on computer diagnostics
in medicine;

e to develop functional requirements for the software
system;

e to develop the architecture of the software system
and database architecture;

e to implement the system in software.
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Materials and methods. The research was conducted
using modern programming technologies, neural network
theory, and machine learning methods. The Python
programming language (FastAPI framework) and
TypeScript (Next.js by Vercel framework) were used. The
PyTorch framework was used to work with neural
networks.

Analysis of recent research and publications. As a
detailed analysis of studies [20, 21] shows, computer aided
diagnosis systems (CAD) demonstrate a wide range of
capabilities: from computer diagnostics and individual
prognosis to functional assessment and segmentation of
radiological structures. Examples of their successful
application include the assessment of quantitative collagen
content and blood vessel density [22], the detection of
nodules in the lungs [23], as well as the differentiation of
carotid artery atherosclerotic plaques and the diagnosis of
focal liver lesions [24]. Some systems have already proven
their ability to improve cancer detection sensitivity, as in
the case of ImageChecker for mammography [25].

Particular attention is paid to the use of CAD in the
diagnosis of breast cancer. Solutions based on deep belief
networks for automatic recognition of normal, benign, or
malignant areas [26] are proposed, as well as integrated
medical imaging and analysis systems using digital image
processing and artificial intelligence methods [27].
Importantly, recent developments, such as those using deep
learning and explainable artificial intelligence (XAI)
methods for ultrasound image analysis [28], demonstrate
continued progress in this field.

Despite  significant achievements, some studies,
particularly those on commercial CAD for screening
mammography [29], point to the need for further
improvement of architectures to reduce false positives. This
underscores the importance of ongoing research and
development.

Considering the clinical aspects of breast cancer, risk
factors, abnormalities, and the BIRADS system [30], as
well as the existing problems with the application of
convolutional neural networks for medical images, it
becomes clear that the development of a comprehensive
system for the automatic diagnosis of breast cancer is an
extremely urgent task. Such a system has the potential to
significantly improve early detection, increase diagnostic
accuracy, and, as a result, contribute to more effective
treatment and better outcomes for patients.

Research results and their discussion

Functional requirements. The automatic breast cancer
diagnosis system should consist of the following modules:
users, data sets, segmentation and classification, informative
feature detection (determination of characteristic values),
automatic diagnosis, image synthesis, models, and metrics
(Table 1). Each module should allow users to create, retrieve,
edit, and delete entities. In software engineering, this is called
CRUD (create, read, update, delete).

Designing the architecture of the software system. The
architecture of the software system is based on client-server
technology. The architecture is shown in Fig. 1.

Table 1. System modules

Name Purpose
Users System user management
Datasets Import of immunohistochemical and histological images
Models Importing pre-trained neural network models
Segmentation Automatic segmentation of immunohistochemical images using U-Net networks (ready-made or custom)
. . Automatic classification of histological images using convolutional neural networks
Classification

(ready-made or custom)

Determination of
characteristic values

Calculation of cell positivity and staining intensity based on the average intensity of each cell, used for
further diagnostic analysis of immunohistochemical images

Automatic diagnostics

Comprehensive image analysis (includes all the functionality performed by the modules for calculating
quantitative characteristics, segmentation, and classification)

Image synthesis

Image synthesis based on diffusion models (ready-made or custom)

Metrics

Comparison of images at low, medium, and high levels of computer vision. Different metrics are used for
each level. The result of the comparison is a quantitative assessment of the similarity of images

The system is built on the principle of single
responsibility, which is the first of the SOLID principles, and
is focused on effective real-time interaction with the user.

Designing the architecture of the database. The logical
diagram in the form of a UML class diagram is shown in Fig. 2.

Each entity is linked to the user via the created by field
and, additionally, to the user’s organization via the
organization field, and reflects the corresponding module in
the software system.

MongoDB was chosen as the DBMS, which is a non-
relational database with good optimization for high loads.

Software implementation. In accordance with the
designed architecture of the software system (see Fig. 1), it

is implemented in separate modules. Let’s take a closer
look at the client and server parts.

Client. This part is responsible for user interaction with
the automatic diagnostic software system. The user can
create, receive, edit, and delete entities as specified in the
functional requirements.

The client part of the software system was implemented
using the TypeScript programming language in
combination with the Next.js framework. The Mantine Ul
library of ready-made Ul components was also used. The
program uses the Axios library for HTTP requests.

Server. The server part is implemented based on the
FastAPI framework.
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Fig. 3. Structure of server directories
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The segmentation research results page is shown in
Fig. 6.

The research page with the definition of informative
features and the results obtained is shown in Fig. 7.

The automatic diagnosis result page window is similar
to the one shown in Fig. 7. The classification result is
additionally displayed at the bottom. The module uses
segmentation (if the user does not have segmented images),
classification, and informative feature detection. This is the
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main module of the system, which allows you to obtain a
comprehensive result.

Discussion of the research results. The advantage of the
developed software system is that the server part, along with
complex calculations, is located in the cloud. However, if the
user employs complex neural network models and
calculations for high-resolution images (optimally 128 to 512
pixels), it may be necessary to transfer the generator,
segmenter, and classifier to a separate cloud infrastructure.

Fig. 6. Experiment page after segmentation is completed
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Fig. 7. Experiment page after definition of informative features is completed
It should be noted that neural networks are not trained Table 2 compares the developed software system with

directly from the system. The system uses pre-trained existing solutions. The developed software system goes
models that are simply hosted in the cloud. This is one of beyond standard commercial CAD systems that help
the advantages, as resources are not wasted on this task. radiologists detect suspicious areas on mammograms.

Table 2. Comparison of the developed software system with existing solutions

Comparison BRECCAD . . . Zebra Medical
. iCAD Hologic Imagehecker Aidoc ..
criterion (developed CAD) & & Vision
Comprehensive analysis of .
Pre . Y Analysis of .
histological and . Analysis of
Scope of . . . Mammogram . | various types of | .
S immunohistochemical images, . Mammogram analysis L different types of
application . . . analysis medical images .
segmentation, classification of medical images
(CT, MRI)
breast cancer subtypes
. Detection of . . Detection of a Detection of a
Analysis at the cellular and . Detection of formations . .
. . formations at the . wide range of wide range of
Main focus molecular levels, allowing . at the macroscopic . .
cancer subtypes to be identified| "o o OP'¢ level level (mammograms) pathologies on pathologies on
P (mammograms) &t CT/MRI different images
Multilevel analysis: .
ey Single-level .
segmentation of . . . . Single-level
. ) .. analysis: Single-level analysis: Single-level .
. | immunohistochemical images, . o . r . . . analysis:
Depth of analysis . o identifying identifying potential |analysis: detection .
calculation of quantitative . L . detection of
. . potential vulnerabilities of pathologies .
features, classification of e pathologies
. . vulnerabilities
histological images
Highest diagnostic accurac . .
g £ . acy Assistance to . Accelerating . .

. thanks to the use of biologically . . Assistance to . . Assistance in
Practical .. . radiologists in . L. . diagnosis, .
. significant features obtained . radiologists in detecting| . . .* ... | early detection of

significance . . . detecting . prioritizing critical .
from immunohistochemical . formations diseases
. formations cases
images
Radiologists
. Oncologists, pathologists S . . ’ . .
Target audience EIStS, p EIsts, Radiologists Radiologists emergency Radiologists
researchers o
physicians
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The approach developed is much more complex and
scientifically sound, as it delves into the analysis of
biological markers at the cellular level, allowing not only to
detect cancer, but also to determine its specific subtype.
This fundamentally distinguishes the developed system and
makes it highly valuable for personalized medicine.

It is this integrated, multi-level analysis that is the main
advantage of the developed software tool.

The scientific novelty of the research results lies in the
further development of methods for the automatic diagnosis
of breast cancer through the development of a
comprehensive software system using modern biomedical
image processing technologies based on neural networks.

In particular:

for the first time:

e a comprehensive approach to the automatic
diagnosis of breast cancer has been proposed and
implemented, covering the stages of segmentation of
immunohistochemical ~ images, detection  of
informative features, and classification of cancer
subtypes on histological images, which improves the
accuracy and validity of diagnostic decisions;

e an architecture for a scalable software system for
medical diagnostic tasks has been developed, which
takes into account the need for high performance
and protection of confidential data, ensuring its
suitability for use in clinical practice;

® a database structure has been developed that is
focused on the efficient processing of large volumes
of medical information, taking into account the
requirements for the integrity and confidentiality of
medical data;

improved:

e approach to data management in medical software
systems, in particular, an effective user and image
set management system has been implemented,
which optimizes work with medical data and
provides convenience for users;

e the functionality of web applications for medical
diagnostics, in particular, the implementation of
automatic image synthesis and the determination of
informative features based on segmentation results,
which allows for a higher level of automation in the
diagnostic process;

have been further developed:

e approaches to building information systems in the
field of digital medicine that integrate deep learning
methods to improve the accuracy of biomedical
image analysis and can be adapted to other types of
cancer or medical tasks.

Practical significance of the results obtained. The main
practically significant results of the study were obtained
based on a combination of theoretical approaches and
applied implementation in the field of medical informatics.
The developed methods, algorithms, and architectural
solutions are aimed at improving the effectiveness of

software tools for automatic diagnosis of breast cancer
based on the analysis of biomedical images using modern
artificial intelligence technologies.

Conclusions

Within the framework of the proposed approach, a

software system has been implemented that provides:

e automatic segmentation of immunohistochemical
images, calculation of informative features, and
classification of cancer subtypes, which reduces the
influence of subjective human factors on diagnosis
and improves the accuracy of clinical decision-
making;

e centralized storage, management, and processing of
medical images through an implemented database
structure that supports efficient management of large
amounts of data;

® a convenient web interface for medical professionals
with functionality for managing datasets, users, and
diagnostic histories.

The practical application of the results allows for
increased accuracy in identifying breast cancer types and
subtypes, which is critical for choosing a treatment strategy.

The developed software system can be used in
educational, research, and clinical institutions, as well as
serve as a basis for the further development of expert
medical systems, particularly in the field of oncology.
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MMPOTPAMHA CUCTEMA ABTOMATUYHOI'O IIATHOCTYBAHHA PAKY MOJIOYHOI
3AJI03U

HanzBuuaifHo akTyaibHa HpoOJieMa JiarHOCTHKU PaKky MOJOYHOI 3a03H, IO 3aJMIIAETHCS OAHIECI0 i3 MPOBITHUX
MPUYHH CMEPTHOCTI, MOTpeOye IHHOBAIIWHMUX MiJXOMIB I MiJBUINEHHS TOYHOCTI Ta ONEPATHBHOCTI OHKOJIOTIYHOT
JIIarHOCTUKH.

VY craTTi 00IPYHTOBAHO AaKTyaJbHICTh MPOOJIEMU CTBOPEHHS KOMIUIEKCHOI MPOrpaMHOI CHCTEMH IJIsl aBTOMATHYHOI
JIarHOCTHKH PaKy MOJIOYHOI 3aJI03H, IO € BaYKJIMBUM KPOKOM JUIS ITiIBUIIEHHS TOYHOCTI Ta e()EeKTUBHOCTI OHKOJIOTTIHOL
JUArHOCTHKH. 3ampOorOHOBAHO IiJXi 0 PO3POOJICHHS TaKOi CHCTEMH, IO MICTHTh MOJYJ CErMEHTaIlii OioMeIMYHIX
300paxeHnb, kiacudikanii, igeHTudikanii iHGOpMATUBHUX O3HAK, ABTOMATHYHOI MiarHOCTUKH, CHHTE3y 300pakeHb,
ynpaiiHHS HaOopamMH JaHWX, YIPaBIiHHS MOJCISAMH HEHPOHHHX MEpEeX, METPUKaMHU Ta YIPaBIiHHS KOPUCTyBayaMH.
Po3pob6neno ¢yHKIIOHANBHI BUMOTH 10 IIPOTrPaMHOI0 3a0€3MeUeHHs Ta CIPOEKTOBAHO HOTo apXiTeKTypy BiAIOBITHO 1O
NPUHIUIY €IUHOI BiANOBIJAIbHOCTI: KOKEH MOAYJIb BUKOHY€E UiTKO BH3HAaueHy (DYHKIIIO, IO 3a0e3ledyye I'HYUKiCTb,
MacITa0OBaHICTh Ta MPOCTOTY NOJATBIIONO PO3LUIMPEHHS CHUCTEMHU. Pealizalliio BUKOHAHO Y BHUIJISIII Cy4acHOTO
BeO01aTKa 13 BUKOpHCTaHHAM TexHoorii Next.js, FastAPI, PyTorch, MongoDB, OpenCV ta Mantine UI. Apxitekrypa
KJIIEHT-CEpBEpP 13 MIATPUMKOIO XMapHOI 1HQPACTPYKTYpH Ja€ 3MOry e(EeKTHBHO OOpOOIATH BEIUKI OOCATH MEAMYHHX
JaHWX, 3a0e3meuyroud HaJiiHICTh, MPOAYKTUBHICTH 1 BHCOKY AOCTYNHICTH cucTteMu. CTpykrypa 0asu maHux Oyna
po3pobiniena y Burisai jgorivHoi UML-niarpamu kiacis, mo 3abesnedye HajiliHe YHpaBiliHHS iHQOpMALi€0, MATPUMKY
onepauiii CRUD i BignoBifHicTh BUMOraM MIOJ0 30€peXeHHs IUIICHOCTI Ta KOHQIAESHIIHHOCTI MEAMYHHUX JaHUX.
ExcriepuMeHTanbHI  JOCTI/DKEHHS TMiATBEPIHIH e(QEeKTHBHICTh HEHPOHHHX Mepe y 3aBJaHHAX CerMeHTalii Ta
Kiacudikamii 6l0MeTUIHUX 300paXKeHb, 30KpeMa JUIsl 130JIIi1 KIIITHH, OIiHIOBAaHHS MapKepiB Ta iIeHTU(IKAIi TiATHIIIB
paky. Pesympraty mOCHi/DKEHHS MarOTh NMPAaKTUYHY LIHHICTH 1 MOXYTh OYyTH BIIPOBaJUKEHI B JAISJBbHICTH MEIUYHHUX
YCTaHOB, a TaKOXX BUKOPHCTAHI ISl TOJAIBIIOTO PO3BHTKY IHTENEKTYalbHUX CHCTEM MiATPUMKU MPUIHATTS PillleHb y
raiysi HuppoBOi METUIMHH.

Knrwuosi cnosa: apromaTiyHe iarHOCTYBaHHS, HEWPOHHI MEPEXi, MpOrpaMHa cucTeMa, aHalli3 300paKeHb.
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