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EKCIIEPUMEHTAJIBHI IO CJIIJIXKEHHA MIAXOAIB /10 TEHEPAIII TECTOBHUX
CEJIEKTOPIB I3 3BACTOCYBAHHAM GNN Y ITIPOIECI ABTOMATHU30BAHOI'O TECTYBAHHA

BEB/IOJATKIB

VY crarTi po3risHYyTO NpoOsieMy HecTalOlIbHOCTI TECTOBHX CEIIEKTOPIB Iifi 4ac aBTOMAaTH30BAHOTO TECTYBAaHHS
BeOoaTkiB. [TopyleHO MUTaHHS aJallTUBHOCTI CeNeKTOPiB 10 3MiH Y DOM-CTPYKTYpi, 10 € KPUTHYHO BAKIUBUM JUIsI
po3po0IieHHs cydacHMX AMHAMiuHUX BeOiHTepdeiiciB. BUKOHAHO MOPIBHAIBHUN aHalli3 TPHOX IIJXOMIB 1O reHepauii
cenekropiB: pyunoro (depe3 Chrome DevTools), HamiBaBTOMaTH30BaHOTO (3 BUKOpHcTaHHAM DevTools) Ta aBTOMa-
THU30BAHOTO S3 BUKOPUCTAHHAM rpadoBux HeHpoHHUX Mepex (GNN).

Merta [OCHIJDKEHHS — BH3HAUUTH, SKUH 13 MiAXOAIB 3a0e3nedye HalKpaile CHIBBIIHOLIEHHS MIX TOYHICTIO,
MIOBHOTO0, CTaOUIBHICTIO Ta BUTpaTaMM 4Yacy Ha (OpPMYBAaHHS CEJEKTOPIB y peaJlbHUX YMOBaxX TeCTyBaHHS. Y poOOTi
3aCTOCOBAHO EKCHEepUMEHTAIbHUN MiXiJ, 10 nepeadayaB TeCTyBaHHA Ha 25 BeOnonarkax 3 pisHuMH THnamu DOM-
CTPYKTYp: CTATHYHUMHU, ArHaMiuHMMHU Ta SPA. BukopucraHo craHnapTHI METPUKH SIKOCTi: TOYHICTh, MOBHOTY, F1-score,
a TaKOX OIIIHEHO KUIBKICTh MOMUJIOK Miciis 3MiH y DOM Ta cepenniii yac reHepariii cenekropa.

OTtpumaHi pe3ysbTaTH CBiIYaTh Mpo InepeBary meroay Ha ocHoBi GNN, 30kpema y cTabiIbHOCTI CEJIEKTOPIB IMicis
OHOBJICHb iHTep(eiicy. PyuHuil miaxia, xoda i IEMOHCTPYE BHCOKY TOYHICTh, 3HAYHO MOCTYIAETHCS 3a IBUAKOIIEI0 Ta
noBHoTo0, a Chrome DevTools — xou i mBWAKKMN, TPOTE HAMMEHII HAAIMHUI y HUHAMIYHUX cepenoBuinax. Orxe,
3aCTOCYBaHHS TpadoBUX HEHPOHHHUX MEpPEX Jla€ 3MOTY CTBOPIOBATH QJANTHBHIIIN Ta HAIIHHINI pIlICHHS s
ABTOMAaTH30BaHOT'O TECTYBaHHS BeOJONATKIB.

Kpim Toro, A0CiiKeHHs IEMOHCTPYE JOLIIBHICTh MTOAAIBIION0 PO3BUTKY Tix0/1iB Ha ocHOBI GNN uepes iHTerpariiro
Mexani3miB self-supervised learning ta Graph Attention Networks (GAT), mo gactb 3MOry J10CArTH 11e OiIb1I0i TOYHOCTI,
MaciTaboBaHOCTI Ta MPOJYKTUBHOCTI aBTOMATH30BAaHMX TECTIB Yy CKIAQJHHUX MPOrPAMHHUX CHUCTEMax. 3alpoIrlOHOBaHUI
MiAX1J Mae TOTeHLiasl Ui YNPOBAKEHHS y (peiMBOPKM HOBOTO MOKOMiHHSA aist Ul-TecTyBaHHS, L0 CHpUSATHME
HOJIMIIEHHIO IKOCTI HIU(POBUX IPOJYKTIB HA PUHKY.

ExcniepuMeHTanbHO JIOBEIGHO JOUUIBbHICTH 3actocyBaHHs GNN 1t aBTOMaTu3oBaHO! reHepalii CeleKkTopis,
aganToBaHuX 10 3MiH Y DOM, a Takox BUSBIICHO, 1110 TAaKWH IMiJIXiJ] 1a€ 3MOT'Y 3MEHIIHUTH KiIbKICTh XMOHHUX CIIPALIOBaHb
6e3 BrpaTu mBUAKoAll. OTpuMaHi pe3yabTaTd MalOTh IPAKTUYHY LIHHICTb AJIS MiJBUIIEHHS HaAIHHOCTI Ta e()eKTUBHOCTI

CHCTEM aBTOMATH30BaHOTO TECTYBAHHS B YMOBAaX IIBUAKO3MIHIOBAHOTO iHTEp(EiCy.
Knrouosi cnosa: nporpamue 3a0esrneueHHs, iHGOpMaIliiiHI TEXHOJOTIT, 1HTEICKTyalbHI CHCTEMH, aBTOMATH30BaHE
TECTYBaHHs, ONTHMI3allis, rpadoBi HeiiporHi Mepexi, DOM-cTpykTypa.

Beryn / Introduction

ABTOMaTH30BaHE TECTYBAaHHS BXE JIABHO CTAll0 BaX-
JMBOIO YaCTHHOK CYYacHOTO PO3poOJeHHs BeOI0JaTKIB,
0COONMBO y BENWKHX 1 CKIamHUX MpoekTax. OnHiero i3
OCHOBHHX IPOOJIEM, 3 KO CTHKAIOTHhCS TECTYBaJbHUKH, €
HecTaOIbHICTh TECTOBHX celekTopiB. Lle crocyerbes THX
BUIAJIKIB, KOJIM Yepe3 3MiHy DOM-CTpyKTypH, HarpHKia/,
ITicIIsl OHOBIICHHS! 1HTepdeiicy, cTapi ceJeKTopH Olblle He
MOXYTb KOPEKTHO ileHTHU(iKyBaTH eneMeHTH. Uepe3 1e
TECTH 4acTo “TaJaroTh’ HaBiTh 0€3 pealbHUX 3MiH Y JIOTiMi
pobotu BeOcauTy.

06’ekm OocniodxcenHss — TIPOIEC aBTOMAaTH30BAHOTO
TECTYBaHHS BeOIOIATKIB.

[Ipeamer HOCHTiKEHHS — MiXOAX JI0 aBTOMaTH30BaHOT

TeHepalii TECTOBHX  CEJeKTOPiB 13  3aCTOCYBaHHSAM
rpa)oBUX HEHPOHHUX MEPEK.
Mema pobomu — 3IIHCHUTH TOPIBHSUILHUN aHai3

MiXOIB IO TeHepallii TeCTOBHX CEJICKTOPIB HA OCHOBI
EKCIIEPUMEHTAIbHOTO BH3HAYCHHS BHOpPAHUX TOKA3HUKIB
e(peKTHBHOCTI y 3a/lauax aBTOMATH30BAHOTO TECTYBaHHS;
BeOJ0aTKIB. Pe3ynbTaTi I'pyHTYIOTHCSI Ha IMOPIBHSHHI 3a
TAaKUMHU METPUKAMHU: TOYHICTh, MoBHOTa, Fl-score, wac
TeHepalii CeIeKTopa Ta KITbKICTh MOMIIIOK ITCIs 3MiH
intepdeiicy. lle nmae 3mory kpaiie OILIHMTH HpPaKTHYHY
KOPHUCTBh KOXHOTO MiJIX0/ly, 30KpeMa B YMOBaX, KOJIM iHTEp-
(eiic 9acTo OHOBITIOETHCS 200 3MIHIOETHCS JHHAMITHO.

JIast AOCATHEHHs Ii€l METH BHM3HAYEHO TakKi OCHOBHI
3A80aHHA O0CNIONHCEHHS:
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® TpoaHANI3yBaTH MiAXOIM 0 aBTOMATH30BaHOI TeHE-
pariii celxeKTopiB, 30KpeMa i3 3aCTOCYBaHHSM Tpado-
BHUX HCHPOHHHX MEPEXK;

® 3MICHUTH eKCTIIepUMEHTANIbHI JOCHIKESHHS Ha MPH-
KJaJi peaJbHUX BeOAOAATKIB PI3HUX THUMIB (CTaTH4-
HUX, TUHaMiuHuX, SPA);

® OHiHUTH ¢PEKTUBHICTH IMIAXO/IB Ta METO/IB 38 MET-
pUKaMU: TOUHICTh, TOBHOTA, F1-score, yac reneparrii
Ta KUIBKICTh TOMHJIOK Ticig 3MmMiH 'y DOM

(Document object model).

Mamepianu ma memoou oocnioxcennsn. Y NOCIHIKEHH]
BUKOPHCTaHO BHOIPKY 13 25 BeOMOIATKIB pPI3HUX THIIIB
(iHTepHeT-Mara3uHy, HOBUHHI PECYpPCH, MEHiaCalTH, CTpPH-
MIHTOBi CEpBICH Ta CTATU4YHI BEOCTOPIHKH), 0 OXOILTIOBAIN
crarnyHi, AuHamMiuHi Ta SPA DOM-ctpykTypu. s mopis-
HSIHHSI 3aCTOCOBAHO TPU IIJIXOJH JI0 T'eHepamii CeJIeKTOpiB:
pyunnii (qepe3 Chrome DevTools), HamiBaBTOMaTH30BaHHIA
(Selenium IDE) Ta aBTOMaTtn3oBaHWU i3 BUKOPUCTAHHSIM
rpadoBux HelipoHHHXx Mepexx (GNN). HTML-kox kokHOT
CTOPIHKHM IIEPETBOPIOBANN HA TpadoBe IMOJAHHS, NI BY3IH
BinnoBigamu DOM-enemenTam, a pedpa BimoOpaxkanu iXHi
CTPYKTYpHI Ta JioriuHi 3B’s3ku. Mozgens GNN HaBuanacs Ha
PO3MIYECHHUX JIaHHUX 3 YpaxyBaHHSIM KOHTEKCTYy €JIEMEHTIB Ta
ix arpuOyTiB. E(deKkTuBHICTP METOMIB OIIHIOBAIH 3a
cranmaptHumMu Metpukamu (Precision, Recall, Fl-score), a
TaKO’ 32 CEPEHIM YacoM I'eHepallii CeleKTOpiB 1 KUIBKICTIO
MOMHJIOK mmicist 3MiH y DOM. JInist OCTOBIPHOCTI pe3yJib-
TaTiB BUKOPHCTAHO YCEpPEeTHEHHs MMOKa3HUKIB BCIX BUOPaHMX
CAWTIB 13 MOJAJBIINM aHAII30M Bapiallii 3HaYCHb.

Ananiz ocmannix oocnioxcens i nyonikauii. I'padosi
HeiiporHi Mepexi (GNN) 1eMOHCTPYIOTh BHCOKY €(EeKTHB-
HICTh y 3aJ1adaX HOMiHAIlil BeOCIEMEHTIB. Y IOCHIKCHHI
“The Klarna Product Page Dataset: Web Element
Nomination with Graph Neural Networks and Large
Language Models” npencraBneno HoBuii matacet 3 51 701
BpPYYHY aHOTOBAHOIO CTOPIHKOIO TPOAYKTIB 3 8 175 e-
commerce caiTiB. Bukopuctanus mpoctoro Convolutional
GNN (GCN) nepeBepmniao CKIAIHIINIT METOJM HOMIHAIIT
eJIeMeHTIB, a noeaHaHHss GCN 3 BeMKUMH MOBHHMH MOJie-
JIIMM  ICTOTHO ~ MiJBUINWIO TOYHICTh HOMiHamii 0e3
HEOOXITHOCTI JT0AaTKOBOTO HaBYaHH: [1].

Tame nocmimkenns, “Learning To Rank Resources with
GNN”, 3anpomnoHyBajo miIxXiJl A0 paHKyBaHHS PECYpCiB y
CUCcTeMaxX pO3MOIIIIEHOTO i1H(QOPMAIIIfHOTO TOIIyKYy 3a
norromororo GNN. Mogens BpaxoBye SIK 3B’ SI3KH MiXK 3aITH-
TaMHU Ta pecypcamy, Tak 1 MK CAMUMHU PeCcypcamH, 110 Ja€
3MOTY JIOCSITTH TIOKpalieHHs TouHocti Ha 6,4 % 1o 42 %
MTOPIBHSIHO 3 TIOTIEPEIHIMA MeTogaMu [2].

Hocmimkennus “Feature Selection and Extraction for
Graph Neural Networks” 3ocepemkeno Ha BuOOpI Ta
ekctpakuii o3Hak mmi GNN. ABTOpH 3ampoIoHYBad
AITOPUTM BHOOPY O3HAK, SIKHI Ja€ 3MOTY 3MEHIIHTH PO3-
MIpHICTh BXIJIHUX JaHMX 0©0€3 BTpaTh TOYHOCTI, MIO
BaXUTUBO T epekTHBHOI podotr Momeneit GNN [3].

Pyunuit miaxig mo BHU3HAYEHHS CeJEKTOpIB BeOee-
MEHTIB 3aJTHIIAETHCS OMINPEHUM Cepe]] TECTYBAIbHUKIB Ta
0 OUIBIIICTh

po3poOHuKiB. JloCTiKeHHS —MOKa3aly,

KOopHcTyBadiB Selenium BHKOPUCTOBYIOTH JiokaTtopu 3a 1D,
iM’stm, XPath Ta CSS. Ognak nume 12,5 % pecnonneHTiB
3acTocoByloTh narepH Page Object Model (POM), skwmii
CTpHsi€ 3MEHIICHHIO BUTPAT Ha OOCIyrOBYBaHHS TECTIB Ta
MiBUIICHHIO IXHBOT HailHOCTI [4, 5].

Selenium IDE — momymnsipHuil iHCTpYMEHT AN aBTO-
MaTH3anii BeOTeCTyBaHHS, OCOOIMBO cepell HOBaukiB. BiH
Jla€ 3MOTY 3alKMCyBaTH Ta BIATBOPIOBATH TECTH, BUKO-
PHUCTOBYIOUH pi3HI cTpaTerii JokaTtopiB, Taki sk ID, im’s,
nocunanus, XPath ta CSS. OpHak aBTOMAaTUYHO 3reHe-
POBaHi JIOKATOPH MOXXYTh OyTH HECTaOUTEHUMH Ha CKIIA-
HUX BeOcaiiTax, ToMy MOTpiOHE pyduHE KOpUTYBaHHS abo
BUKOPHUCTAHHS Bi3yallbHHUX JIOKATOPiB [6].

ChromeDevTools Takox BUKOPHCTOBYIOTh UISi BH3HA-
4yeHHs BeOeeMeHTIB. BiH Hagae MOXKIMBICTh MEPErysiIaTh
Ta penaryBatu DOM, a TakoX TeCTyBaTH Pi3HI CEIEKTOPH B
peanbHOMY 4aci. Llel iHcTpyMeHT KOPUCHHUIA ISl IIBUAKOTO
aHaIi3y Ta HAJIArO/HKCHHsI BEOCTOPIHOK, ajle He 3a0e3Ieuye
aBTOMATH3AIlI0 TecTyBaHHs Ha piBHI Selenium IDE.

OpHak ICHYIOTH IHIN JPKepesa, sIKi JIeTAILHO PO3IIIs-
JAl0Th TIpoOJIeMH, TOB’si3aHi 13 BUKopucTaHHAM XPath Ta
CSS-cenexropiB y BebaBToMaTHu3arii. Hanpukman, y crarti
“Test automation refactoring is a mess? Try CSS selector”
aBTOp OmHCye, K 3MiHM B DOM-CTpyKTYypi npH3Benu 10
MacoBUX 3001B y TecTax, 0 BUKOpUCTOBYyBas XPath, 1 six
nepexin Ha CSS-cenmekTopw JOTOMIT 3MEHIIUTH Il
npoOemu [7].

Takox y crarti “How to Choose Selectors for
Automation to Make Your Life a Whole Lot Easier”
PO3MIISIHYTO TIepeBard Ta HEJOJNIKM PI3HUX THIIB CeJeK-
TOpiB, 30KpeMa pexoMeHanii mo 0 Buoopy Mk XPath ta
CSS 3anexHO BiJf KOHKPETHUX YMOB MPOEKTY [8].

Pe3y/ibTaTH J0CTiAKEHHS Ta iX 06rOBOpPEeHHA /
Research results and their discussion

Jis  mocmimpKeHHS TPOIeCy 3acTOCYBaHHSA TpadoBHX
HEHPOHHUX MEpeX Yy TeHepamii TECTOBHX CEJIEKTOpiB
Bukopructano DOM-Mozeni 3 pi3HUX CaWTiB, SIKI MiCTHIIH
pi3HOMaHITHI BEOCTOPIHKH i3 DPI3HUMHU CTpyKTypamu (25
peaNbHUX CalTIB) — IHTEpHET-Mara3wHW, CTATHYHI CAWTH,
HOBUHHI pecypcu, MejliapecypcH, CTpUMIHTOBI cepicu. Bei
X MO’KHA TIOJUTUTH HA TaKi KaTeropii:

® BeOCTOPIHKM 13 HE3MIHHOIO CTpYKTyporo DOM, ski

BHUKOPHCTOBYIOTH JUIsl NEPEBIPKH TOYHOCTI Ta CTa-
OIIBHOCTI CEJIEKTOPIB 3a BIJICYTHOCTI JAMHAMIYHUX
3MiH;

® iHTepdeiicu, MO 3MIHIOIOTECA B PEATBHOMY daci,

YPaXOBYIOUH EJICMCHTH, SKi MOXYTh OYyTH JI0JaHi
a6o BumaneHi 0e3 nepe3aBaHTKEHHS CTOPIHKH;

® peOpecypeu, ne DOM-cTpykTypa 3MIiHIOETBCS 0e3

HOBHOT'O IIepE3aBaHTaKCHHS CTOPIHKHM, IO € CKJIaj-
HOIO CHUTYyali€lo Uil TPAAMIIMHUX METOMIB BHOOpY
CEJIEKTOPIB, OCKIJIbKM JWHAMI4YHI 3MiHU iHTEepdeiicy
YCKIJIQHIOIOTh JIOCSITHEHHS! CTa01IbHOCTI CEJIEKTOPIB.

Bkazanuii minxij gaB 3MOry HepeBipuTH e()eKTUBHICTD
METOJIB y PI3HUX yMOBaX i 3a0€3MEYUTH IIMPOKY TECTOBY
0a3y A TOPiBHSHHS PE3yIbTATiB.
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[Tin wac exkcnepuMeHTy OyJiM BHKOpPHCTaHI Taki
METPUKH I BHUMIPIOBaHHS C(QEKTHBHOCTI CEJICKTOPIB,
TCHEPOBAHUX PI3HUMHU METOJAMHU:

® TOYHICTh — BHU3HAYAE, Ky YaCTHHY BCIX 3HAMICHUX
CEJIeKTOPIB BUOPaHO NMPaBHIIEHO, TOOTO BOHH CIIPABi
BIIMOBIIAIOTh MPABHWJILHUM CJIEMCHTAM Ha CTOPIHII
micist 3MiH. Y koHTeketi GNN TOYHICTh Oyiia 3HAUYHO
BUIIOK0 TMOPIBHAHO 13 PYYHHM Ta HAIMiBaTOMAaTH-
30BaHUM IIIXOJAMH, OCKUIBKH HEHPOHHI MEpexki
3[aTHI aHANI3yBaTH CKJIAJHINI B3a€EMO3B’SI3KH MIX
enementamn DOM, BpaxoByloum iX KOHTEKCT 1

3B SI3KU:
. 7P
Precision(s) = ————,
TP+ FP
ne TP — cenekTopH, sIKi TIPaBWIBHO 1ICHTHU]IKYBaIN

notpiOHi emementu, FP
HETIPaBWIBHI ICMEHTH.

CEJIEKTOpH, SIKi BKa3alM Ha

e JJoBHOTA — BU3HAYAC 3aTHICTH 3HAXOIUTH BCl HEOO-
XiJHI CENIEKTOPH Ha CTOPIHIII, 30KpeMa PiKO BHUKO-
PHUCTOBYBaHI UM CKJIAAHOCTPYKTYPOBAHI €IIEMEHTH:

TP
Recall(s) = ———,
TP+ FN
ne TP — ceneKkTopH, SKi TPaBHIBHO 1neHTH(]iKyBaIH

NoTpiOHI enemeHnTH; F'N — celleKTopH, SIKMX He OyJo 3reHe-
pOBaHo, ase siKi Maju OyTH.

® Fl-score € KOMOIHOBAaHHUM TOKa3HUKOM TOYHOCTI Ta
TIOBHOTH, IO 3a0e3reuye 30aJaHCOBaHINILY OLIHKY
e(heKTUBHOCTI, OCOOJMBO KOJU BAXKJIMBE HE TLIBKH
JIOCATHEHHST BHCOKOI TOYHOCTI, aje ¥ 3JaTHICTh

3HAXOJUTH BCi HEOOXIIHI CEIEKTOPH:
Precision(s)-Recall(s)

Fl(s)=2 .
Precision(s)-Recall(s)

® Yac reHeparlii — BUMIPIOETHCS Yac, HCOOXITHUHN IS
moOymoBu cenekropa. Xoua GNN mMoxe OyTH Aemio
MOBUILHIIIOK 3a HAIIBAaBTOMATHU30BaHI METO/H,
BOHAa [JCMOHCTPYE BHCOKY TOYHICTH 1 3IaTHICTh
azanTtyBatucs 10 3MiH y DOM.

e Tlomunku micisg 3MiH DOM — KUIBKICTH BHIAKIB,
KOJIA TICIIsi OHOBIICHHS BEOCTOPIHKH CEJICKTOp HE
CIIPaIlbOBYBAaB.

[Ticnst oTpuMaHHS pe3ysbTaTiB OOYUCICHO yCepeaHeHi

3HAUEHHSI KOYKHOT METPHUKH 32 BUPA30M:

1
X » ZNZLX!' >

CepeIHe 3HAUYCHHS METPHUKH IS YCiX BeOCaWTiB;
3HAYECHHS METPUKH U KOH-
KpPETHOTO caiiTy. Pe3ynbTaTH eKCHepHMEHTY IEMOHCTPY-
10T, 0 MeToau Ha ocHOBI GNN 3Ha4HO MepeBepuIyIOTh
TPaTUIiiHI TiAX0IH:

ae Xcep -
N — KUIBKICTh BeOcauTiB; X; —

Taba. 1. [TopiBHSHHS TOYHOCTI, TOBHOTH, F1-score, gyacy renepanii Ta KUIBKOCTI IIOMIJIOK Y TPHOX METO1aX (hOPMyBaHHS CEJICKTOPIB /
Comparison of accuracy, completeness, F1-score, generation time, and number of errors in three methods of selector formation

Meron Tounicts, % TloBHOTA, % Fl-score, % | Yac renepariii, Mc HOMH?IKH et
3MiH, IIT.
Pyunuit 76,5 56,9 65 1200 5
HamniBaBromMaTn3oBaHuii 78,5 63 69,8 45 22
GNN 38 84,7 86,3 60 5
MopiBHAHHA TOYHOCTI, NOBHOTK Ta F1l-score
100
90

80

O O O o o o

Py4Huit

B ToyHicTb M [loBHOTA

70
6
5
4
3
2
1
0

Hanis-aBTomaTM30BaHMM

Fl-score

Puc. 1. I'padiune mopiBHAHHS Moka3HUKiB TouHOCTI (Precision), moBHOTH (Recall) Ta F1-score muist Tpbox miaxo/iB TeHeparii cexekTopis /
Graphical comparison of precision, recall, and F1-score metrics for three approaches to selector generation
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Puc. 2. INopiBrsHAS gacy reHepariii TecroBux cenekropiB / Comparison of test selector generation times

IIpomec aBTOoMaTH30BaHOi TeHeparii TECTOBUX CelieK-
TOPIB 3a JOMOMOTOI0 TpadOBUX HEHPOHHUX MEPEXK IMepe-
0adae KiJbKa OCHOBHHUX €TalliB, KOKEH i3 SKHX BiJirpae
BOXJIMBY pOJIb Yy JOCSTHEHHI CTaOLIBHOCTI W TOYHOCTI
Bubopy enemenTiB y DOM-cTpykTypi.

1. 30upanns Ta nonepeaHe oOpobieHHs aaHux. Ha
nepmomy erami 3 HTML-kony BeGcropinku (opmyersest
rpadoBa CTPyKTypa, Je By3iaamu € okpemi DOM-eneMeHTH,
a pebpa BinoOpaxaroTh iXHI CTPYKTypHI abo Joriyni
3B’S3KH. BpaxoByeThCs K BKIAJCHICTH €JIEMEHTIB, TaK i
aTpubyTHuBHA iHpopMais (kmacu, ID, data-testid, Tern), mo
Ja€ 3MOTYy MojeNi e(eKTHUBHIIIe pPO3Mi3HaBaTH KOHTEKCT
€JIEMEHTIB.

2. HaBuanas GNN-mogemi. Ilicns moOymoBu rpadoBoi
CTPYKTYpH MoJIeJb rpadoBoi HEHPOHHOT Mepexki HaBYA€THCS
Ha OCHOBI MAapKOBaHMX [aHUX, JIe KOXEH BY30J Mae
BIJIMIOBITHY MITKY, III0 BU3HAYA€ HOTO SIK MIJBOBHIA €JICMEHT
yu Hi. HaBuanHs Moke mepenbavat sK TpaauLiiiHe
CYIICpPBI30BaHEC HABYAHHS, TaK 1 METOAM 3 MiJKPIIUICHHIM
JUTSL TTABHUIICHHS aIalTHBHOCTI 10 3MiH Y cTpyKTypi DOM.

3. T'eneparisi cemextopiB. Ha ocHOBi HaBueHOi Mopemi
reHepyroThes cenekropu y Buriaami CSS abo XPath, ski
MOBHHHI MAaKCHMalbHO TOYHO iAEHTH(IKYBaTH ILIHOBI
eJIEMEHTH. 3aBJaHHs IoJIsirae y MiHIMi3alil pu3UKy XHOHHX
CIIpaIfOBaHb — SIK IO3UTHBHUX, TaK 1 HEraTUBHMX, IO J0CS-
TaeThCs YpaxyBaHHSIM CTPYKTypHOro KoHTekcTy DOM [9].

4. Anantauis g0 3miH. OnHI€O 13 TOJOBHHUX TepeBar
GNN € 3znaTHiCTh Mozei ajxanrtysaTucs o 3miH y DOM
nepeHaB4yaHHs. [lporo jmocsraioTh  3a
JIONIOMOTOI0 OHOBJICHHS Bar y rpadi, o BpaxoBYIOTb HOBi
3B’S3KM MDK elleMeHTaMu BeOcTopiHku. OTke, MOIeNb
30epirae akTyaJbHICTh HaBITh IICISI OHOBIICHHS KOHTCHTY
Ha BeOcaiTi.

i eramm CTBOPIOIOTH 3aaady ONTHUMI3allii, B sKii
HIYKAIOTh TaKWil HaOIp celekTopiB S, L0 MaKCUMIi3ye

0e3 IOBHOTO

CTaOUIBHICTP HA TECTOBUX JgaHuX. DopmarnizoBaHo Iie
MOXHa MTOJaTH SIK:
Optimize{S} = argmax Stability(S) ,

ne Stability (S) po3paxoByIOTh K (YHKIIIO BiJ] METPHK
Precision ta Recall 3 ypaxyBanusm 3miH y DOM micns
OHOBJICHB iHTep(eiicy; S — Habip TECTOBHUX CENEKTOPiB, a
CTaOUTBHICT BU3HAYAETHCSA dYepe3 TOYHICTH 1 IOBHOTY
TECTIB.

e mae 3Mory HOCATTH BHCOKOI CTaOITBHOCTI TECTOBHX
CEJIEKTOPIB Yy pealbHUX YMOBax BeOPO3pOOICHHS, 1e 3MiHN
B DOM € nHemunyunmu. Texuousorist GNN BiakpuBae HOBI
MOXIIMBOCTI JUUIS aBTOMAaTH30BAaHOTO TECTyBaHHsS BeOJO-
JlaTKiB, 3a0e3Me4yloun HaifHIII Ta TOYHINI Pe3yJbTaTH
TECTyBaHHS.

Jns ouinroBanus edextuBHOCcTI GNN y peanbHHX
ymoBax Oymo BHOpaHo 25 BeOcalTIB 3 pI3HUMH CTPYK-
Typamd, SIK i3 JAWHAMIYHUMH, TaK i1 31 CTATHYHHMH eJe-
MeHTaMH. OCHOBHI TPYAHOIII MiJ Yac TECTyBaHHS IOJS-
Tald B YacTHX OHOBICHHAX iHTepdeiicy, 3MiHax iepapxii
€JIEMEHTIB Ta TIOSBI HOBHX OJIOKiB 0€3 3MiHH OCHOBHOTO
JM3aiiHy.

Ilin yac eKCIepUMEHTAIBHOIO MOPIBHSIHHS METOIIB
3aiKCOBAHO 3HAYHE 3HIDKCHHS CEPEIHBOr0 Yacy, BHTpa-
YEHOrO Ha OHOBJIGHHS TECTOBHMX CLEHapiiB 0e3 BTpaTH
SIKOCTI CEJIEKTOPIB MOPIBHSIHO 3 HAMiBaBTOMATHUYHUM PEXH-
MOM, SKUH, X04 Ha 25 % MBHIIIKN, ajge IMOBHICTIO HE
MIiIXOAUTH AT 3a7a4 3 JUHAMIYHUMH €JIEeMEHTaMu. 3acTo-
cyBanHss GNN majo 3Mory 3ajMIINTH KiJbKiCTh MOMHJIOK
TaKOIO CaMOI0, SIK y pa3i pydHOTrO TECTyBaHHS, aje iCTOTHO
3MEHIIMJIO 3arajbHi BUTpaTtd uacy. lLle cBimuuTh 1po
BUCOKY aJIalITUBHICT 1 NPAKTHYHY e(eKTUBHICTh IpadoBUX
MO/IeJICH Y KOHTEKCTI Cy4acHOIro BeOTCCTyBaHHS.

[TepcriekTHBH NOAANBIIMX JOCIHIIKEHb MOXKHA BHOKpE-
MHTH Ha TAKUX aCHEeKTax:
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® OnruMmizamis apxitektypu GNN — BHKOpHUCTaHHS
Graph Attention Networks (GAT) mis migBUICHHAS
3MATHOCTI MOJENI PO3PI3HATH BAXIWBI CICMEHTH
DOM [3].

® [HTerpallisi MiACUIIOBAYiB HAaBYaHHS Ta MOBHUX
Mozeneil (Hanpuknan, Bard) s momyky cenek-
TOpIB 32 TEKCTOM.

® Po3mupeHHs TeCTOBOi BUOIPKU — BBEJCHHS OLIBIIO]
KUJIBKOCTI BeOI0IATKIB, 30KpeMa 3 MOOUTBHUX TIIaT-
¢dbopm, o6 oninuTu epexkTuBHICTE GNN y MOOiIb-
HOMY TECTyBaHHI.

e  Onrumisaris
MOKITUBOCTI

JIOCHIKEHHS
TPHUBAJICTh

MIPOJYKTUBHOCTI  —
3MEHILIUTH reHepanii
CeJIeKTOpiB 6€3 BTPAaTH TOYHOCTI.

YHpoBaKeHHs IIUX TMOKpAIleHb JacTh 3MOTY 3pOOHTH
ABTOMATH30BaHE TECTYBaHHS M€ S(DEKTHBHIIINM 1 CTaOlIb-
HIITUM, 3HWKYIOUM BHUTpATH Ha MiATPUMAaHHS TECTiB Y
BEITUKUX BEOIIPOEKTAX.

0ob2060penns pesynvmamis 0ocnioxncenna. Pezynpbratu
EKCIIEPUMEHTAIBHUX JIOCTIJDKEHb TIOKa3asld, IO pi3Hi
MiIXOAW A0 TeHepallii TeCTOBUX CENIEKTOPIB ICTOTHO Bill-
PI3HSIIOTBCSI 32 TOYHICTIO, TIOBHOTOIO Ta CTAOLIBHICTIO MiCIs
3MiH DOM-ctpykrypu. Pyunmii meton 3abesmeuye Joc-
TaTHRO BHCOKY TOYHICTh, MPOTE TMOTpeOye 3HAYHUX
JaCOBUX BUTPAT Ta XapaKTEPU3YETHCS HU3bKOIO TTOBHOTOIO,
10 YCKJIaJHIOE HOTO 3aCTOCYBaHHS y MacIITaOHUX HPOEK-
Tax. HamiBaBTOMaTH30BaHUN TIAXiJ TNPOJEMOHCTPYBAB
HaMBHIY MIBUAKOIIIO, ajle BUSBHUBCSA HAWHECTAOUTBHIIINM
y AMHAMIYHUX CEPEeJOBHIIAX, IO MPHU3BOIUTH JIO0 BEIHMKOI
KUTbKOCTI TIOMUJIOK TIiCJIsl OHOBJICHHS iHTEpeiicy.

Merton ma ocHOBi GNN mpomgeMOHCTpyBaB HaWKpaminit
OamaHc MK yciMa KITIOUOBMMH MeTpukamu. OTpumadi
3Ha4YEeHHs TOYHOCTI, MOBHOTH Ta Fl-score cBiguath Ipo
3MaTHICTE TpadoBUX Mopenel e€pEeKTHBHO BPAaXOBYBATH 5K
JIOKaNBHI aTpHOYTH EIEMEHTIB, TakK 1 IX CTPYKTYpHI 3B SI3KH,
mo 3a0e3neyye BHCOKY alanTuBHICTH 10 3mMiH DOM. UYac
reHeparii ceJieKTopa 3aInIIaeThesl IPUHHATHAM, a KUIBKICTh
TTOMUJIOK TICTISt 3MiH iHTep(eNCy iCTOTHO 3MEHIITY€ThCS.

BonmHouac ekcnepuMeHT Mae II€BHI  OOMEKEeHHS,
30KkpemMa oOMexeHui obcar BubOipku (25 BeOnOmaTKiB) Ta
BUKOPHUCTAHHS JIUIIE OJHIET apXiTeKTypH rpadoBOi MOJIETI.
Lle BigKpuBa€e MpOCTip IS TIOAAIBIINX JOCIIIKEHb, TTOB 5I-
3aHHMX 3 TECTYBaHHSM IHIIUX apxiTeKTyp, Takux sik Graph
Attention Networks, a TakoXX pO3MHPEHHSIM EKCIEPH-
MEHTaJbHOI 0a3u 3a paxyHOK MOOITBHHX IUIaThopM Ta
0i13HEC-KPUTHYHUX CHCTEM.

OTxe, 32 pe3ysibTaTaMu JOCIIDKCHHS MOXKHA BU3HAYUTH
HAYKOBY HOBH3HY Ta NMPaKTHIHY HiHHICTH POOOTH.

Hayxosa nosusna ompumanux peynomamis 0ocnio-
JiCeHHsl — 3aIPOIIOHOBAHO MiAXi/J HA OCHOBI BUKOPHCTAaHHS
rpadoBux HeWpoHHHX Mepexk (GNN) mms  reHeparii
TECTOBHX CEJIEKTOPIB y KOHTEKCTI Cy4aCHOTO JTMHAMIYHOTO
BeOcepeIoBHIIa, M0, HA BIJAMIHY BiJ BIJIOMHX IiJXOJIB,
BpaxoBye 3MiHU DOM-CTpyKTYpU pa3oM i3 KOHTEKCTHUMH
aTpuOyTaMy Ta CTPYKTYPHHUMHM 3B’SI3KaMH, IO JAJI0 3MOTY
ICTOTHO MiABHIIMTH TOYHICTh 1 TIOBHOTY aBTOMAaTHYHOI
reHepailii CeleKTopiB.

Tlpakmuuna 3nayywicmo pe3yromamié 00CHIONCEHHSI —
pe3yNbTaTH EeKCIEePUMEHTAILHUX JIOCHIKeHb TiATBEP/-
KYIOTh e(QeKTHBHICTh BHpoBamkeHHs GNN y 3amagax
aBTOMATH30BAaHOTO TECTYBAaHHS BEOJOJATKIB, OCOOIMBO B
yMOBax iHTepdeicy.
MiIX1T Ja€ 3MOTY:

IUHAMIYHOTO 3anponoHOBaHUMA

® 3MCHIIUTH TPUBAIICTH OHOBIICHHS TECTIB IICIISA 3MiH
y DOM-cTpykTypi;

® 3MCHIIWTH KUIBKICTh IOMMJIOK, TIOB’SI3aHUX 3
HECTaOUIBHICTIO CEJIEKTOPIB;

® 3HU3WUTH 3arajbHi BUTPATH Ha CYIPOBiJ TECTOBUX
CIICHAPITB;

® [IIBUINWTH HAMIWHICTE TecTiB 0e3 HeoOXITHOCTI

rJIMOOKOT0 PyYHOTO BTPYYaHHS.

OTKe, OTpHMaHI pPE3yJIbTaTH MOXKHAa Oe3MocepeHbO
3aCTOCOBYBATH y MPAKTHUII PO3POOJICHHS TECTIB Yy KOMEp-
MIHHUAX TMPOEKTax, & TAaKOXX MOKJIACTH B OCHOBY PO3pPO0-
JICHHSI HOBHX IHCTPYMEHTIB 1 (PpeliMBOpKIB aJIsi aBTOMa-
THU30BAaHOT'O TECTYBAHHS.

BucHoBok / Conclusions

JlocmimpKeHHs TO0Ka3allo, M0 3acTOCyBaHHS TpadoBUX
Heriponnux Mepexxk (GNN) mijg dYac aBTOMATH30BAHOTO
TECTyBaHHsS BeOMOJATKIB iCTOTHO MiABHINY€E CTaOUIBHICTH
TECTOBUX CEJIEKTOPiB. Pe3ynbTaT eKCIICpHMEHTIB CB1T4aTh
PO 3HAYHE 3HIKCHHS KUIBKOCTI XHOHOMO3WTHBHUX Ta
XMOHOHETaTUBHUX CIIPAIIOBaHb TOPIBHSHO 3 TPaaUIIiN-
HUMH T11IXOJaMHU, TAKUMHU SIK PyYHE Ta HaBiaBTOMaTH30BHE
TECTYBaHHS.

V xoxai JociiKEHb BiA3HAYEHO:

1. IligBUIIEHy TOYHICTH Ta CTIHKICTh TECTOBUX CEJICK-
topiB. GNN nae 3Mory BU3HAa4yaTH HaAIWHINI CEJIEKTOPH,
Ha SIKi MEHIIIe BIUTMBAIOTH 3MiHH y DOM-CTpyKTYDi.

2. ABTOMaTH4HYy ajamnTaiilo 0 3MiH. BukopucraHus
rpadoBHX MOJIENICH Jae 3MOTy HEWpOMEpexki BpaxOBYBaTH
B3aEMO3B’SI3KM MK €JIeMEHTaMH BEOCTOPIHKH Ta aJarl-
TYBaTH CENEKTOPH BiOBITHO JI0 3MiH iHTepdeiicy.

3. 3MeHIIEHHS NOTpPeOM y pPyYHOMY HaJAIITyBaHHI
TecTiB. ABTOMaTHYHA TEHepallis CTaOiIbHUX CEIeKTOPiB
ICTOTHO 3MEHIIye BUTpPAaTH Ha TIATPUMKY TECTOBHX
creHapiiB.

4. TligBumienHs edekTuBHOCTI TecTyBaHHs. Jlocmia-
JKCHHSI peaslbHUX IPOEKTIB ITOKA3allo, IO BIPOBAKECHHS
GNN 1ae 3MOry 3HHU3UTH KUIBKICTh MOMHJIKOBHX CIIpa-
1IOBaHb NpUOJIN3HO HA 27 % Ta MOKPAIIUTH IPOTMOPIIII0
XHOHUX TOMIIIOK Ticist 3MiH DOM-moneni 1o gacy.

SIK TIepCreKTHBH TMOJANBIIOTO PO3BHTKY HOCIHIIKEHB
3anpornoHoBano iHrerpaimiro Graph Attention Networks
(GAT) nmns migBUINEHHS TOYHOCTI MOJENI, JOJATKOBOTO
BUKOPUCTAHHS TIACHIIOBaYa Ta MOBHUX MOJENeH s
301JbIIEHHST aallTUBHOCTI, a TaKO JAOCIIKCHHS MUTAHHS
ONTUMI3AIT HIBUAKOIT pOOOTH alIrOPUTMY.

Omxe, BrupoBamkeHHs GNN y mporec aBroMaTu3anii
TECTYBaHHs € MEPCIEKTUBHUM HAIPSMOM, IO Ja€ 3MOrY
ICTOTHO MiABHMIIMTH €(EKTHBHICTh TeCTyBaHHsS BeOIO/aT-
KiB, 0COOJHBO Yy BHIIaIKaX JWHAMIYHUX IHTEpQEHCIB.
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IMomanpimi TOCTIMKCHHS MOXYTh OyTH chOpsiMOBaHi Ha 4.
ONTUMI3AIIII0 apXITEKTYpH MOJIETI Ta PO3IMIMPEHHS TECTOBOT
BuOipkn s omiHioBaHHS edektuBHOCTI GNN y pisHHX
CepeIoBUINaX BeOPO3pOOICHHS.
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ENERATING TEST SELECTORS USING

GNN IN THE PROCESS OF AUTOMATED TESTING OF WEB APPLICATIONS

The article discusses the problem of instability of test selectors in the process of automated testing of web applications.
It raises the issue of selectors’ adaptability to changes in the DOM structure, which is critically important in the
development of modern dynamic web interfaces. A comparative analysis of three approaches to selector generation is
conducted: manual (via Chrome DevTools), semi-automated (using DevTools), and automated using graph neural

networks (GNN).

The aim of the study was to determine which approach provides the best balance between accuracy, completeness,
stability, and time spent on selector formation in real testing conditions. The work used an experimental approach that
included testing on 25 web applications with different types of DOM structures: static, dynamic, and SPA. Standard
quality metrics were used: accuracy, completeness, Fl-score, and the number of errors after changes in the DOM and the

average selector generation time were also evaluated.

The results show the advantage of the GNN-based method, particularly in the stability of selectors after interface
updates. Although the manual approach demonstrates high accuracy, it is significantly inferior in terms of speed and
completeness, and Chrome DevTools, although fast, is the least reliable in dynamic environments. Thus, the use of graph

neural networks makes it possible to create more adaptive and reliabl

e solutions for automated testing of web applications.

In addition, the study demonstrates the feasibility of further developing GNN-based approaches through the integration
of self-supervised learning and Graph Attention Networks (GAT) mechanisms, which will enable even greater accuracy,

scalability, and performance of automated tests in complex software

systems. The proposed approach has the potential to

be implemented in next-generation frameworks for UI testing, which will contribute to improving the quality of digital

products on the market.

Also, the feasibility of using GNN for automated generation of selectors adapted to changes in the DOM has been
experimentally proven, and it has been found that this approach reduces the number of false positives without
compromising performance. The results obtained are of practical value for improving the reliability and efficiency of
automated testing systems in rapidly changing interface environments.

Keywords: software, information technology, intelligent systems, automated testing, optimisation, graph neural

networks, DOM structure.
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