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MPOTHO3YBAHHSA TEXHIYHOI'O CTAHY BUPOBHHYOI'0O OBJIATHAHHA
13 3ACTOCYBAHHAM COST-SENSITIVE IIAXO0/AIB TA ONTUMI3ALII
MOPOTIB KJIACUDIKAILIIT

VY crarTi HaBeJEHO AOCTIHKEHHS 3aCTOCYBAHHS CyYaCHUX METOAIB MAIIMHHOTO HABYAHHS IS 3a7a4l IepeTUKTHBHOTO
TEXHIYHOTO OOCIyroByBaHHSI Ha OCHOBI Biakputoro maracery AI4l Predictive Maintenance. OcHOBHI mini poboTn —
noOy/10Ba Ta TOPIBHAHHS Mojenell OiHapHOi Ta OararokiiacoBoi kiacu@ikallii, 10 JarTh 3MOTYy mepeadadaTtu sk cam
(akT BiAMOBHM 00JIaIHAHHSA, TaK 1 KOHKPETHUI THUI MOJIOMKH. BpaxoByroun BUCOKHI qucOaliaHC JaHUX (4acTKa BiAMOB
CTaHOBUTH ONMM3bKO 3 %), Oyno peani3oBaHO MiAXin cost-sensitive onTuMizamii, 3a SIKMM NPOIMYCK peajbHOi BiAMOBHU
OIIIHIOKOTH SIK 3HAYHO KPUTHYHIIINK 32 XUOHY TPUBOTY.

Jns moOynoBu Mojeneid BukopuctaHo anroputmu Logistic Regression, Random Forest, XGBoost Ta LightGBM.
Oco0aMBy yBary NpuaiIeHO aHCaMOJIEBUM METO/aM IpajiieHTHOro Oyctunry. Ilijq yac nociipkeHHs 31iHICHEHO MoepeHe
OIIPAITIOBaHHS JAaHWX, i3 MacIITaOyBaHHAM YHCIOBHX O3HAK Ta imkeHepiero HOBHX o3Hak (Power, DeltaTemp, inmukaTop
BHCOKOTO 3HOIIYBAaHHS 1HCTpYMEHTY). [l OLHIOBaHHS SKOCTI Mojenel y OiHapHiil kinacuikamii BUKOPHCTaHO METPUKY
PR-AUC Ta noka3nuk Recall@Precision>0,90, HaffpeneBaHTHINT B yMOBaX KPHTHYHO BOXKIIHBUX CHCTEM. Y 0araToKIacoBiit
IIOCTaHOBLI 3acTOCOBaHO confusion matrix Ta MakpoycepeHeH1 3HaueHHs precision, recall ta F1-score.

Sk cBiuaTh pe3ynbTaT, cepel 0azoBuX Mojenel Haiikpamie cebe npossuB XGBoost i3 PR-AUC = 0,64, a micis
rinepnapaMeTpu4Hoi ONTUMi3awLil 3HayeHHs 3pociao A0 noHan 0,90, Mo CBIIYUTH NPO BUCOKY 3[aTHICTH AITOPUTMY
BUSABILITU IOTEHUiMHI BigMoBu. VY OaratoknacoBil knacudikanii XGBoost Takox NpoLEeMOHCTPYBaB HaWBUIY
30asaHCOBaHiCTh MK Kiacamu, Toni sk LightGBM crukaBcs i3 mpoOiemMamu BIJICYTHOCTI MOJANBIINX CIUITIB 3a
KOPCTKUX OOMEKEHb MapaMeTpiB. AHaJIi3 BaXKJIMBOCTI 03HAK 3a JonoMororo SHAP-3HavyeHb MiITBEpAMB KIHOUOBY POJIb
noka3HukiB Tool wear, Power Ta Rotational speed y nmporHo3yBaHHi.

IpakTiyHa 3HAYYLIICTh JOCIIKCHHS TIOJIATAE y MOXKJIMBOCTI BIPOBA/DKCHHS PO3POOJICHUX MOJENEH y CHCTEMH
MOHITOPUHTY OOJaJHAHHS Ul PAaHHBOTO BUSIBJICHHS PU3HKIB Ta MiHIMi3allii eKOHOMIYHMX BTpar. PoboTa neMoHCTpye
e(eKTUBHICTh TIOETHAHHS COst-sensitive onTumisaiii Ta aHcamOeBiX MeToIiB y cdepi predictive maintenance ta 3akiaaae
OCHOBY JIJIs IOAAJIBIINX JIOCTI/PKEHb, 30KpeMa iHTerpatii time-to-failure nporuo3yBaHHs Ta ITHOOKUX HEHPOHHUX MEPEK.

Knwuosi cnosa: mamvnze HaBYaHHsA, NPEAUKTUBHA aHaJ’IiTI/IKa, )Iial"HOCTI/IKa O6J'I3.Z[H3.HH$I, BI/IpO6HI/I‘{i npounecu,

[IPOTrHO3YBaHHS B1IMOB.

Bcryn / Introduction

[pob6nema nepeOauCHHS BiZIMOB 00JIaJTHAHHS € OJIHIEO 13
KJIFOYOBHX Y c(epi MPOMHUCIOBOI aHAITUKU Ta YIPABIiHHS
KUTTEBUM IIUKJIOM TEXHIYHUX CHCTEM. Y CBITOBIH HAayKOBIi
miteparypi ii aKTHBHO MOCHIIKYIOTH YIPOIOBK OCTaHHIX
JIECSITHIITh, IO IITBEP/IKYETBCS 3pPOCTAHHSIM  KIUJIBKOCTI
POOIT, SKi CTOCYIOTBCS BHKOPHUCTAHHS METOIIB MAIIFHHOTO
HaBYaHHA Ta INTYYHOTO IHTENEKTy st predictive main-
tenance. 30KpeMa, BiJI3HAYAIOTh €EKTHBHICTH aHCaMOJIEBUX
anroputmiB (Random Forest, Gradient Boosting), a Takox
HEIPOHHUX Mepe)X y BHSBJICHHI NPHUXOBAaHUX 3aKOHOMIp-
HOCTEH y BEJIMKHX 00CsSTraX CeHCOPHUX JIaHHX.

[Monpu 3Ha4yHMil mporpec, JOCI 3aJMIIAOTHCS HEPO-
3B’S3aHMMH KiJbKa BaXJIMBUX acnekriB. Ilo-mepie, y
OUTBIIOCTI TOCTIKCHb OCHOBHY yBary 3BEpTalOTh JIUIIC HA

OiHapHy Kiacudikarito (BiIMOBa / CIPaBHICTB), TOMII SK
npoOyemMy ieHTU]IKaLil KOHKPETHOTO THIYy BIJIMOBH
BUBYEHO HezxoctaTHbo. llo-apyre, BifCyTHI yHiBepcallbHi
MiAXOIU 10 BpaXyBaHHS BapTiCHUX PU3HKIB (cost-sensitive
learning), KOJ¥M MPOIYCK BiIMOBH 3HAYHO KPUTHYHIIIHA 32
MIOMUJIKOBY TpHUBOTrY. [lo-TpeTe, HEnOCTaTHBHO JOCIIIIKe-
HOIO  3QJIMIIAETBCS  pONb  iHTepHperaumii  Mopenei
(explainable AI), 3oxpema uepe3 SHAP-anmami3, mo mae
3MOTY BH3HA4aTH BIUIMB OKPEMHX O3HaK Ha pe3yisbTar. Lle
BU3HAYA€ aKTyaJbHICTh BUKOHAHOTO JOCIIIKEHHSL.

06’ckm docniddicennsi — NPOLEC TEXHIYHOTO 00CIyro-
BYBaHHS OOJIaJHAHHS i3 BUKOPUCTAHHSIM METOMIB MallHH-
HOT'O HABYaHHSI.

Ilpeomem  Odocnidocennss — mojeni OlHapHOi Ta
OaraTokiacoBoi Kiacudikalii BiJMOB MaIllMH Ha OCHOBI
naanx Al41 Predictive Maintenance.
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Mema pobomu — TiOBUIIECHHS TOYHOCTI Ta HAIIIHOCTI
NPOTHO3YBAHHS BIMOB MAIIIMH 32 JOMOMOIOI CYYaCHHX
QITOPUTMIB MAIIMHHOTO HABYaHHS, OMTHMi3allii MOpOTriB
Ki1acudikanii 3 ypaxyBaHHSIM BapTOCTi MOMHJIOK Ta iHTep-
nperanii pe3ynbTariB 3a JonomMororo explainable Al

JInst MOCSATHEHHS 3a3HA4YeHOi METH BHM3HAYEHO TaKi
OCHOBHI 3a60AHHS OOCNIONCCHHS:

® BUKOHATH MONEPEHE ONPALIOBAHHS JaHUX Ta 1HXKe-
HEpiro 03HaK [T (POpPMYBaHHS SKICHOT BUOIPKH;

® no0ymyBaTH Ta mopiBHATH 6a30Bi mojerni (Logistic
Regression, Random Forest, XGBoost, LightGBM)
Juist OiHapHOT kiacudikaii BiAMOB;

® BHUKOHATH ONTHUMI3AII0 MOPOTiB Kiacupikamii 3
ypaxyBaHHIM MOMUIIOK  (cost-sensitive
approach);

® pearizyBaTH 0araTOKJIACOBY KIACHU(IKAIIIO I BH3-
Ha4yeHHs THILY BiJ]MOBH;

BapTOCTI

® BHUKOHATH IHTEPIIPETAIlII0 MOJIENEH i3 3aCTOCYBAaHHIM
SHAP-anauni3y;

® cdopMyBaTH peKOMEH/AIIIT 00 MPAKTUYHOTO BUKO-
pUCTaHHS OTpUMaHUX Mojened s predictive
maintenance.

Mamepianu ma memoou 00cnioxyncenn.

Jani nos jocrikeHHs

Jnst ananizy BHKOpPHCTaHO BiIKpuTHH patacer Al4l
Predictive Maintenance, mo Mictuth 10 000 3amumciB i3
MMOKa3HUKAMH POOOTH IIPOMHCIOBOTO 00NaHaHHs. JlaTacer
MICTHTh SK YHCIOBI CEHCOpHI JaHi (00epTH, KpyTHHH
MOMEHT, 3HOITYBaHHS IHCTPYMEHTY, TeMIIepaTypa Ipoiecy
Ta HABKOJHIIHBOTO CEPENOBHINA), TaK 1 IUIHOBI 3MiHHI:
Machine failure (6inapna) ta Failure type (I’aTh KiaciB
TTOJIOMOK).

[omepenuiit  anaii3 3HaYHUM  JaucOaliaHc
KJIACiB: BIIMOBU CTaHOBJISATH JIUIIE OJIM3bKO 3 % BiI ycix

II0Ka3aB

3aIHUCiB, MPHYOMY € TUIBKU TOOJUHOKI MPUKIIAIN YaCTHHU
TuniB BiMOB. Lle cTBOpIOE pU3HK 3MIlIICHHS MOJeNel y Oik
kimacy “06e3 BimmoBH” 1 3aHMKeHHs recall s pimkicHHX
TTOII.

IMonepeane o0po0JIeHHS TaHUX

Jlist miATOTOBKY JIAHMX BUKOHAHO TaKi KPOKH:

® TepeBipKa HasSBHOCTI MPOITYCKiB Ta BUKUIIB;

® epeTBOpeHHs KateropianbHux o3Hak (Type, Failure
type) y wuucnoBuii (opmar 3a gomomororo label
encoding;

® MaciuTaOyBaHHS YMCIIOBUX O3HAK 13 BUKOPHCTaHHSIM
StandardScaler;

® CTBOPEHHS JOJATKOBHUX IOXIJTHUX O3HAK:

o Power = Rotational speed x Torque;
o DeltaTemp = Process temperature — Air
temperature;
o iumukatop ToolWear gt200, mio curHamizye
PO TIEPEBHICHHST KPUTHYHOTO PIBHS 3HOIIY-
BaHHSI.
BaxBuM eTarom cTaju rpyrnoBa Ta 4yacoBa Baliiarlis
(GroupShuffleSplit, StratifiedGroupKFold), mo mae 3mory

YHUKHYTH BUTOKY iH(popMalii Mix train / test 1 3a0e3neuye
peaNicTHYHI YMOBH €KCIUTyaTallii.

MopeJi Ta aaropuTMu

Jlnist po3B’si3aHHS 321241 TOOYJOBAHO JIBI TPYITH MOJICIICH:

1. binapna xmacudikamis (nporuo3 “BimmoBa /
cnpaBHicTh”): Logistic
XGBoost, LightGBM.

2. bararoxmacoBa knacudikamis (imeHTH(DIKAIIS THITY
nojioMkn): Random Forest, XGBoost, LightGBM.

Oco0imBy yBary 3BepHCHO Ha aHCAMOJICBI alTOPUTMH

(XGBoost, LightGBM), siki 100pe mpairoTh i3 TabIn4-

Regression, Random Forest,

HUMH JJAHUMH Ta BPAXOBYIOTh B3a€MO/Iii Mi’K O3HAKAMHU.
MeTpuKH OI[iIHKBAHHS
st 6iHapHOT KITacudiKaIii 3acTOCOBaHO:
e PR-AUC (Average Precision) — BuOpaHa ik OCHOBHA
METpHKA Yepe3 iICTOTHHIA quchaliaHe KIIaciB;
e Recall@Precision>0.90 — OIIiHIOBaHHS
3JaTHOCT] BUSIBJISITH BIZIMOBH 32 BUCOKOI TOYHOCTI;

IS

® OonTHMI3allis Mopora 3a JOIOMOTOI0 cost-sensitive
¢ynkuii 3 Baramu C_FN=10, C_FP=1.

Jlst GaraTtokiacoBoi Kiaacudikallii BAKOPUCTAHO:

e Confusion matrix;

® MmakpoycepemHeHi precision, recall, Fl-score, mio
BpPaxOBYIOTh PIBHO3HAYHICTh YCIX KJIACiB.

YHUKHEHHS JTKepes MOMHJIOK

MosknuBi JKepena MOXHOOK 1 crocoOu iXHBOTO yCy-

HEHHS:

e JlucOanaHc KJIaciB — 3aMiCTh IPOCTOTO PECEMILTIHTY
BUKOPHUCTAHO COSt-sensitive Imiaxi.

® J[lepeHaBuaHHs MOJEJNE€ — 3aCTOCOBAHO KpOC-
BaJIiJTAIliI0 Ta paHHIO 3yNMUHKY (early stopping).

e Burik iHpopmMmarii — 3abe3neueHo MpaBUIBHHMA
PO3IOILN train / test i3 rpyrnoBUM ypaxyBaHHSIM.

e [HTeprperanis pe3yibraTiB — BUKopuctano SHAP-

aHaui3, o0 MepeBipUTH BIUIMB O3HAK HA MTPOTHO3.

TexHiuHe cepeoBUIIEe

ExcriepumenTn BukoHano y cepenosuiui Python 3.10,
Jupyter Notebook 3 BukopucTanasM 6i0miorek scikit-learn,
XGBoost, LightGBM, SHAP, matplotlib, seaborn.

Ananiz ocmannix docnioxcens ma nyonixkayii. I1poo-
JeMaTHKa Iepen0adyyBaHOTO0 TEXHIYHOTO OOCIyroBYBaHHS
(predictive maintenance) € OfHI€I0 3 KIIOUYOBHUX Y CydacHil
MPOMUCIIOBIH aHaNiTHII. PO3BUTOK CEHCOPHUX TEXHOJIOTIH
Ta CHCTEM MOHITOPHHIY IPUBIB J0 IOSBH BEJIMKHX MacHBIB
JIaHUX, SIKI MOXKYTh OyTH BUKOPHCTaHI JUIsl IPOTHO3YBaHHS
cTaHy oONagHaHHS Ta 3amodiraHHs BiaMoBaM. Sk 3a3Ha-
yaiotb Ahmed et al. (2021), “predictive maintenance
CIpsSMOBaHE Ha MiHIMI3alil0 TPOCTOIB i BUTPAT ILIIXOM
3aBUACHOT'0 BHUSIBIICHHSI MOXKJIMBHX BinMoB” [1].

Oco0iiuBy yBary B OCTaHHIX JOCIIPKEHHSIX 3BEPHEHO
Ha BUKOPHCTAHHS aJTOPUTMIB MAIIMHHOTO HABYaHHS JUIS
aHal3y CeHCOpHMUX MmaHuX. Zonta et al. (2020) mig-
KPECIIOI0Th, O “TPajMIiiiHI METOIU BUSBICHHS BiJIMOB
HOCTYNAIOThCS CYYaCHUM MOJEISIM, 30KpeMa aHCaMOJIeBUM

YKpaiHCbKMUI }KypHan iHbopmaLiiHux TexHonoriin, 2025, 1. 7, Ne 2 (12)
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ITOpUTMaM Ta TPaJi€HTHOMY OYyCTHHTY, SKi 37aTHI
MPAIOBATH 3 BEIMKUMH Ta PO30ajaHCOBAaHUMH HaOOpamMu
maamx” [2]. Le axtyanizye BHKOPHUCTaHHS TaKHX aJro-
putmiB, sik Random Forest, XGBoost Ta LightGBM.

IctoTHOrO  Tporpecy — JOCSATHYTO Y  3acTOCYBaHHI
rpamieHTHOro oyctunry. 3a cinosamu Chen & Guestrin (2016),
“XGBoost 3a0e3nevye Haa3BUYaHHO BHCOKY HPOIYKTHBHICTH
Ta CTIMKICTh 10 IIyMy [OaHUX 3aBISKH peaiisailii ONTH-
Mi3oBaHuX JiepeB pimeHs” [3]. Ananoriuno, Ke et al. (2017)
3a3HavaroTh, o LightGBM nae 3Mory “icTOTHO NMPHCKOPUTH
NPOIeC HABUAHHS MOJENEH Ha BEIMKHMX JAHUX 3aBISKU
texuikam Gradient-based One-Side Sampling (GOSS) Ta
Exclusive Feature Bundling (EFB)” [4].

BaxnmBoro mpoOneMoi0  3ayMIIAEThCs  AMCOANaHC
KJIaciB, OCKIJIBKH YacTOTa BiAMOB OOJIagHAHHS 3a3BHYail
ICTOTHO HWXXYa 32 KUIBKICTh CIpaBHUX BHUMAJAKIiB. Sk
3a3navae Haque et al. (2022), “irnopyBanHs aucOanaHcy
MOX€ TPHU3BOJUTU 1O BUCOKOI TOYHOCTI, aje MPaKTUIHO
HYJILOBOI 37IaTHOCTI MoJieni BUSABIATH BiamoBu”~ [5]. Tomy
HEOoOXiJTHO 3aCTOCOBYBaTH CHELIaJIbHI IiJXOIH, 30KpeMa
cost-sensitive learning, nme mnpomyck BiamoBu (false
negative) po3MIISIIAETHCS SK 3HAYHO KPUTHUHINIUHN, HIX
noMuiIKoBa TpuBora (false positive).

OxpeMy yBary HayKOBIl NPUAUISIOTh MUTAHHIO IHTEP-
mperarii  mogmeneidt.  Lundberg & Lee  (2017)
3anpornonyBann Mmetor SHAP, sxuii qae 3Mory “mosICHUTH
BIUIUB KOXHOI O3HAaKM Ha IPOTHO3, pOOJISTYM MOJei
MallMHHOTO  HABYAHHA  MPO30OPIIMMH  Ta  OLIBII
MPUHHATHAMH U BUKOPUCTAHHS y MPOMHCIOBOCTI” [6].
Ile ocoOiMBO aKkTyajbHO JUI KPUTHYHHMX Tally3ei, nae
JIOBipa 70 CHCTEM aBTOMAaTHYHOI'O IPOTHO3YBAHHS Mae
KIIFOUOBE 3HAYCHHS.

BomHouac aHamiz  yiTepaTypu JEMOHCTPYeE, IO
OlmbIIICTE POOIT 30Cepe/KYEThCSI Ha 3anavyax OiHApHOI
knacudikamii (“BiamoBa” / ‘““‘Hemae BiAMOBH), TOII SIK

3aJIMIIAETHCS. HEJOCTATHBO JOCIIDKEHHM. SIK 3a3HavaroTh
Zhang et al. (2023), “Bu3HAYCHHS KOHKPETHOTO THILY
BiIMOBH MOXC ICTOTHO MiJBUINUTH ¢()EKTUBHICTH IUIaHY-
BaHHSI PEMOHTHHX pOOIT, OJHAK I 3aJavya € 3HAaYHO
CKJIIQIHIIIOI dYepe3 MEepeKpUTTs O3HaK MK pI3HUMHU
TUnIaM# BigmMoB” [7].

OTKe, aHAII3 JITEpaTypHUX JDKEPEN CBIIUNTH, IO iCHYE
morpeba y KOMIUIEKCHHX MOCHIDKCHHSX, SIKI IMOEIHYIOTh
OiHapHy Ta OaraTokjacoBy Kiacu(ikaiilo, BpaXxOBYIOTb
BapTiCHY YYTJHUBICTh MOMHJIOK Ta 3aCTOCOBYIOTH METOIU
MOSICHIOBAHOT'O MAIIMHHOTO HaB4YaHHA. Came IIi acleKTH
BU3HAYAIOTh AKTYaJbHICTh 1 HAYKOBY HOBH3HY HAIlIOl
pobotu.

Pe3ysibTaTH A0CAiAXKEHHS Ta iX 06roOBOpeHHA /
Research results and their discussion

PesyabTaTn 6iHapHoi kiacudpikamii

Ha mepuromy erami MOCHIJKCHHS BUKOHAHO HAaBUAHHS
Mozenedt it 3amadi OiHapHoi knacudikamii (Machine
Failure vs. No Failure).

Cepen 0a30BUX aNrOpuUTMIB HaMKpamy pe3yibTaTH
nokazana moxaenb XGBoost, sika nocsrna 3HaueHHs PR-
AUC = 0,64 na BamijamiifHiii BHUOIpI, IO MEPEBUIIYE
pesynbratn Random Forest (0,59) ta Logistic Regression
(0,41). Ile minTBepAWIO MAOIIIBHICTH BUKOPUCTAHHS
OYCTHHTOBUX METOMIB Yy 3a/ladaxX MPOTHO3HOTO TEXHIYHOTO
obcmyroByBanHs [3,4].

JlonaTkoBO BHKOHAaHO ONTHMi3alilo mopora kiacudi-
Kallii 3 ypaxyBaHHSIM (QYHKIii BapTOCTi:

C=C,-FN+C,,-FP,
ne C., =10 — Bapricts nponymenoi sigmosu; C,, =1

— BapTicTh XMOHOTO cripaifoBanHs. Haiikpammii mopir £+ =
0.0455 ¢ nmaB 3MOry 3MEHIIMTH KIUIBKICTH IPOMYIIEHHX

nuTaHHsS  OararokiacoBoi kmacudikarii tumiB  BimMoB  BiamoB (FN) mo 17 Bunankis 3a 176 xubuux Tpusor (FP).
Precision-Recall — Binary (Machine Failure)
1.0 4
0.8 -
c 06
S
G
8
&
0.4
0.2 A
= PR curve (AP = 0.901)
----_Baseling=0.033 cccccencccccmcmecncccccccccencnncecnsnaccnnennanen
OIO L T T T T T T
0.0 0.2 0.4 0.6 0.8 1.0

Darall

Puc. 1. Kpuna Precision-Recall ams mogeni XGBoost (6inapHa knacugikaris) / Precision-Recall curve for XGBoost model (binary

classification)
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OnTuMmizanisa ancaMo0J110 MoaeJiei

3 METOI MiJBUINEHHS TOYHOCTI pearizoBaHO
ancamOmoBanHs XGBoost ta LightGBM 3a momomororo
ycepenHeHHs — HMmoBipHOcTew  (blending). Pesympratn

HaBeZieHo y Ta0u. 1.

Tab6.. 1. [opisastans PR-AUC pizaux moxeneit
(6inapHa knacudikamis / Comparison of PR-AUC scores
for different models (binary-classification

Monenb / Cost-optimal | Cost-optimal | Recall@
Model | PRAUCT gy FP | P>0.90
XGBoost 0,9012 11 31 0,61
LightGBM 0,8677 14 36 0,58
Blend
(XGB+LGB) 0,8897 7 18 0,68

PesynbpraTi AeMOHCTPYIOTH, 110 aHcamOub 3abe3mnedye
Kpamui OamaHc MK KIJBKICTIO MPOIYIIEHWX BiJIMOB Ta
XUOHMMHU CIIPAIIOBAHHSAMHU, HIXK KOXHA OKpeMa MOJEIb.
30Kkpema, y pe3ysbTaTi onTuMmizamnii mopora 3a (yHKIEIO
Baprocti Blend-mozens 3HM3MIIA KUIBKICTH MPOMYIIEHUX
BIZIMOB 10 CE€MH, 3a0€3MeYNBIITN BUCOKHI PiBEHb TOYHOCTI.

(=] 18

- - 7 59
1 L]
0 1

Puc. 2. Confusion matrix st ancam6mo XGBoost+LightGBM
(6inapHa knacucikamnis) / Confusion matrix for
XGBoost+LightGBM blend (binary classification)

Pe3yabTaTn 6ararokiaacoBoi Kiaacudikauii

Ha npyromy erami peanizoBaHo 6araTok/IacoBy KJiaacu-
(ikamniro 111 mporHo3yBaHHA He JuIIe (HaKTy BiIMOBH, aye
i tuny nonomku (Failure Type). Byno nporectoBaHo Tpu
mozeni: Random Forest, XGBoost, LightGBM.

IToka3HUKHM TOYHOCTI HAaBEICHO Y Tab. 2.

3 OoTpUMaHMX pPE3yJIBTATIB MOXKHAa 3pOOMTH BHCHOBOK,
mo XGBoost 3a0esneuye HalKpaluii KOMIPOMIC MiX
BHCOKOIO 3arajbHOI0 TOYHICTIO Ta CTaOIMBHICTIO Ha pia-
kicanx knacax (OSF, HDF). Onnak mns kmacy TWEF (Tool
Wear Failure) yci mojeni mokasyloTh HHU3bKI Pe3yJIbTaTH
4yepe3 HEBENMKY KUIBKICTh NPUKIAAIB y Jaraceri, MLI0
MATBEPKYE MOTPedy y OanancyBaHHI BUOIpKH [5,7].

TabJ1. 2. PesynpraTn 6araroxiacoBoi knacudikamii (macro-avg
F1) / Results of multiclass classification (macro-avg F1)

Monuens / . .
Accuracy | Macro F1 | Oco6iuBocTi pe3y/ibTariB
Model y pesy
J00pi pe3yabTaTH IS KJIAciB
Random .
0,959 0,733 1-3, ane HM3BKA TOYHICTH
Forest
JUTst kiacy 4
BHCOKA TOYHICTE JJIst
iakicHux Kiacis (2,3),
XGBoost | 0,986 | 0,754 put . (2,3)
ane ciabki pe3ynbTaTti
IS Kitacy 4
MpoOJIeMH 3 MOIIIIOM
LightGBM| 0,973 0,701 Ha MaJIiX Kacax 4epes
BIZICYTHICTb gain y CIutiTax
o 1911 2 5 3 8
- - [+] 19 0 0 (4]
z
=2 - 0 0 15 0 1
%
2
m- 1 0 0 21 ]
-« - 7 0 1 0 1
0 1 2 3 a

Predicted label

Puc. 3. Confusion matrix s moaermi XGBoost (bararokmacosa
kitacudikaris) / Confusion matrix for XGBoost model
(multiclass classification)

06z060penns pesynvmamis 0ocnioxcenns. Pesynpratn
OararokiiacoBoi kiacudikallii mokasaiu, MO MOJEINI 3IaTHI
po3mi3HaBaTH HE Jmine caMm (aKT BIIMOBH, aie i
KOHKPETHHUH THIT TIOJIOMKH, MPOTE SKICTh MPOTHO3IB ICTOTHO
3aJIKUTH BiJl BHOPAHOTO aJITOPUTMY:

Random Forest nocar BHCOKOi TOYHOCTI Ha OCHOBHOMY
knaci No Failure (0), mpore MaB mpoOieMu 3 piKiCHUMU
BimMoBamMu. Oco0MBO cIaOKUM BUSBUIIOCS PO3ITI3HABAHHS
kinacy Tool Wear Failure (4), ne recall OyB HU3bKHM, aiie
HECI0/1iBaHO BHCOKHMH recall criocrepiraBest 3aBsKky HaaMIp-
Hiif kingpkocTi FP.

XGBoost mpoaeMOHCTpYyBaB HaWKpaluil —3araibHUI
Oananc: macro-F1=0,75, waiiBumuii cepen mojeneil. Bin
3yMIB Kpamie po3mi3HaBaTH piakicHi kmacu (Overstrain
Failure, Heat Dissipation Failure), xoua nnsa Tool Wear
Failure (4) sKiCTh 3aJIMIIMIIACH HU3BKOIO Yepe3 HEBEJIUKY
KiJIbKICTh TIPUKITAIIB.

LightGBM 3HOBY 3iTKHYBCS 3 TEXHIYHIMH TPYyTHOIIAMH
(“no positive gain”), 10 0OMEXUIO HOro pe3yJIbTaTHBHICT.
Lle cBiUUTH NMPO YYTIMBICTH AITOPUTMY JO JAUCOaIaHCy
KJIaciB Ta mapaMeTpiB MOOYIOBH OiHIB.

VYV miacymky, XGBoost miaTBepAMB CBOIO CTIHKICTH 1
3IATHICTH MPAIFOBATH 13 AUCOAIAHCOBAHUMH 0araToKiaco-
BUMHU AaHuMH, TOAl sk Random Forest Mo)kHa BHKOpPHCTO-
BYBAaTH SIK IIBUIKAHN 0a3zoBuii opieaTHp. LightGBM y mipomy
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BUIIQJIKYy TMOTpeOye JONATKOBUX HalAIITyBaHb a0 30ijb-
IIeHHS BUOIPKH A7 CTab1IbHOT poboTH.

OTXe, MOJANBIINK aHANI3 30CePEIKYBATUMETHCS Tepe-
BakHO Ha XGBoost sk HaiikpamoMy KaHIUAATOBI [UISA
MYJIBTHKIIACOBOI 3ajiadi, a TaKOXK Ha JIOAATKOBHX METOJax
OanaHCyBaHHA MaHUX, OO MOJIMIIWTH SKICTh IPOTHO3IB
IUTS PIAKICHUX THIIIB MTOJIOMOK.

Haykosa nosuzna ompumanux peyivmamie 00cio-
Jcenna — y il poOOTI BriepIe Jjisl 3a7adi MpOTHO3yBaHHsI
TEXHIYHOTO CTaHy BUPOOHHUYOTO OOJaHAHHS BHKOHAHO KOM-
TuiekcHU aHam3 moaeneit XGBoost, LightGBM ta Random
Forest y koHTeKCTI cost-sensitive HaB4aHHS. 3alPONOHOBAHO
MIIXi, KA MOETHYE ONTHMI3aIliio Mopora Kiacudikarii 3a
(YHKIIEFO BapTOCTI TMOMIJIOK Ta OIIHIOBAaHHA MOJENI 3a
MeTpukoio PR-AUC, 1o € iHhopMaTUBHIIIOW 7151 He30aiaH-
COBaHUX JaHMX. HaykoBa HOBH3Ha POOOTH IMOJATAE y 3aCTO-
CyBaHHI cost-sensitive onTUMI3aIlii [T M IBUIIICHHS TOYHOCTI
BUSIBJICHHS KPUTHYHHX BiJIMOB 0€3 iCTOTHOTO 301UTbIICHHS
KIJTBKOCTI XMOHMX TPHUBOT; iHTErparlii time-aware po3mojiy
BUOIPKU JUISL MIIBUIICHHS JOCTOBIPHOCTI MOJICTIOBAHHS B
YMOBax 4acoBOi 3aJICKHOCTI JIaHWX; IOPIBHAJILHOMY aHai3i
ancambOneBux wmogeneir (XGBoost, LightGBM, Random
Forest) 13 BU3HAUCHHSIM iX MPHIATHOCTI U MPOTHO3YBAHHS
BI/IMOB pI3HHX THIIIB, PO3POOJICHHI MPOLCIYPU BHOOPY
ONTUMAJIBHOTO TIopora Kiacugikarii Ha OCHOBI MiHIMi3arlii
(yHKIIIT BUTpAT, 1110 BPAXOBYE Pi3HY BapTICTh MOMUJIOK THITIB
I Ta II; nemoHcTparii edeKTHBHOCTI OaraTokiIacoBoi KilacH-
¢ixamii BiIMOB 3 METOI0O HE JIMIIE NPOTHO3YBAHHS (AKTy
HECIIPaBHOCTI, aie i BU3HAYEHH ii THITY.

Ilpaxmuuna 3nauywiicms pezynbmamie 00Cai0NCEHHA
— OTpUMaHi  pe3yJNbTaTH  JAIOTh 3MOTy  TOYHIIIE
MPOTHO3YBAaTH TEXHIYHI 3001 Ta ONTHUMI3yBaTH TPOIECH
TEXHIYHOTO OOCIyrOBYBaHHS, IO POOUTH 3aIPOITIOHOBAHUMA
IIJIX1]] IEPCHCKTUBHIUM JIJIsl BIIPOBAJPKEHHS Y TIPOMHUCIIOBUX
CHCTeMax MOHITOPHHTY.

BucHoBok / Conclusions

V nocmimpkeHHI BUKOHAHO CUCTEMHWN aHalIi3 MiAXOMIB 10
MPOTHO3YBAaHHSA TEXHIYHUX BIZIMOB OOJagHAHHS HAa OCHOBI
Bizkpuroro Hadopy manux Al4l Predictive Maintenance.
OCHOBHY yBary IpH/IUJICHO TOPIBHSIHHIO CY4acHHX aJlOpUT-
MIB MAIIMHHOTO HaBUaHHA 3 YpaxyBaHHAM JaucOalaHcy
kiaciB. [lokazaHo, mo 6a30Bi Mojeni (JIOTICTHYHA perpecis,
BUIAJIKOBHUI JIiC) 3a0e3NeuyloTh NPUHHATHY SIKICTh, OJIHAK
3HAYHO TOCTYIMAIOTHCS aHCAMOJeBMM MeTomaMm. Haitkparmmid
pesynbTaT npoaeMoHcTpyBaB XGBoost, mocsrmm 3HaueHHS
PR-AUC = 0,90, mo mepeBHIIy€e iHII aITOPUTMHU. 3arpo-
TOHOBAHO 3aCTOCYBaHHS time-aware / group split s
VHUKHEHHS BHUTOKY iH(OpMamii Ta BIITBOPEHHS peaTbHUX
eKcIuTyaraniiHux ymoB. Lle nano 3Mory otpumard Kopek-
THIIIy OLIHKY y3araJbHIOBAJILHOI 31aTHOCTI Moieneit. Jlonart-
KOBO OyImo peanizoBaHo mizxiz cost-sensitive thresholding, mo
BpaxoBy€ pi3Hy BapTICThb IIOMHJIOK IEpIIOro Ta Jpyroro
tuniB. OnruMizaiis nopora kiacudikamii Jana MOXINBICTh
ICTOTHO 3MEHIIHUTH KUJIBKICTh KPHUTHYHO HEOE3MEUHHX IIPO-
MYCKIB BiZIMOB, IO € KITFOYOBHM Yy cepi TEXHITHOTO 00CIy-

TOBYBaHHS. 3ajady pO3LIMPEHO 10 0ararokiacoBOi KIlacH-
¢ixariii, 1e Mosieli MPOrHO3yBajy He yuiie (akT BiIMOBH, a i
ii Tur. Lle ae 3MOry BUKOPHCTOBYBATH MPOTHO3HI PE3yIIbTaTH
JUISL  CTANBHIIIOI JIarHOCTHKA Ta BHOOPY aICKBATHUX
npodinakTiaHuX . He3Bakarounm Ha BHCOKI pe3yJbTaTH,
3aMIIAI0THCSA BUKIIMKY, ITOB’S3aH1 3 HEUMCIICHHICTIO OKPEMHUX
kimaciB  BigMmoB (Hampukianm, Tool Wear Failure), mo
YCKIIAHIOE iX TOUHY igeHThdiKariro. [Tomanpim 0CTiHKeHHS
MOXYTh OyTH CHpsIMOBaHI Ha BHKOPHCTaHHS METOJIB
reHepanii CHHTETHYHHX JAQHMX Ta TIMOMHHUX HEHPOHHUX
Mepex. OTprMaHi pe3yibTaTH MiATBEPKYIOTh JOUUTBHICTD
BUKOPHCTaHHS ~ aHCaMOJICBUX  aJTOPUTMIB,  ONTHMIzalil
MOPOTIB Ta PO3MIMPEHHs (POPMYITIOBAHHS 3a/adi VIS ITiBU-
IICHHS HATIITHOCTI CHCTEM TEXHIYHOTO OOCITyTOBYBaHHSL.
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PREDICTION OF INDUSTRIAL EQUIPMENT CONDITION USING COST-SENSITIVE
APPROACHES AND CLASSIFICATION THRESHOLD OPTIMIZATION

This paper presents a comprehensive study on the application of modern machine learning methods for predictive
maintenance based on the open AI41 Predictive Maintenance dataset. The primary goal of the research is to develop and
compare both binary and multiclass classification models that enable not only the prediction of machine failures but also
the identification of specific failure types. Considering the strong class imbalance (failures account for approximately 3 %
of the dataset), a cost-sensitive optimization approach was implemented, where false negatives (missed failures) were
penalized much more heavily than false positives (false alarms).

The models investigated in this study include Logistic Regression, Random Forest, XGBoost, and LightGBM, with a
particular focus on ensemble gradient boosting methods. Data preprocessing steps encompassed feature scaling,
categorical encoding, and feature engineering, including the creation of new features such as Power, DeltaTemp, and a
binary indicator of excessive tool wear. For binary classification, model performance was evaluated using the PR-AUC
metric and Recall@Precision>0.90, both of which are critical in safety-related domains. For multiclass classification,
performance was assessed using confusion matrices and macro-averaged precision, recall, and F1-score.

The experimental results demonstrated that among the baseline models, XGBoost achieved the best performance with
PR-AUC=0.64, and after hyperparameter optimization, the score improved significantly to over 0.90, confirming its strong
ability to detect failures. In the multiclass setup, XGBoost again outperformed other models, providing better balance
across classes, while LightGBM faced challenges due to "no further splits with positive gain" warnings under restrictive
parameter settings. Feature importance analysis using SHAP values highlighted the dominant role of Tool wear, Power,
and Rotational speed in predicting failures.

The practical contribution of this work lies in the demonstrated potential of machine learning models for early failure
detection and proactive maintenance planning, enabling significant cost savings and operational reliability improvements.
The study also emphasizes the effectiveness of combining cost-sensitive optimization with ensemble methods and
establishes a foundation for future research directions, including time-to-failure regression and the use of deep neural
networks.

Keywords: predictive maintenance, machine learning, XGBoost, LightGBM, cost-sensitive classification, SHAP
analysis.
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