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ВИКОРИСТАННЯ ЗАСОБІВ ВЕКТОРНОЇ АЛГЕБРИ ПРИ РОЗВ’ЯЗАННІ ЗАДАЧ 

КОДУВАННЯ ІНФОРМАЦІЇ 

У статті досліджено застосування методів векторної алгебри для розв’язання задач кодування інформації із 
використанням сучасних обчислювальних засобів. Розглянуто теоретичні основи векторних просторів та їх 
практичне впровадження у системах захисту даних. Особливу увагу звернено на матричну алгебру як 
фундаментальний інструмент для побудови ефективних алгоритмів кодування. Обернена матриця й множення 
матриці в кодуванні та декодуванні з використанням матричної алгебри становлять основу для створення стійких 
криптографічних систем. Проаналізовано можливості мови програмування Python для реалізації векторних операцій 
у задачах лінійного кодування. Розглянуто алгоритми на основі векторних структур даних, що забезпечують 
підвищену швидкодію та надійність опрацювання інформації. Досліджено ефективність застосування 
криптографічних алгоритмів, які ґрунтуються на принципах векторної алгебри. Результати роботи демонструють 
перспективність інтеграції математичних методів векторного аналізу в сучасні інформаційні технології для 
забезпечення безпеки даних та оптимізації процесів кодування інформації в комп’ютерних системах. 

Розроблено нові алгоритми на основі векторних структур даних, які характеризуються підвищеною 
швидкістю, масштабованістю та надійністю опрацювання інформації. Здійснено експериментальні дослідження, 
які підтверджують ефективність розроблених методів порівняно з традиційними підходами, зокрема стосовно 
швидкості оброблення, стійкості до помилок та використання обчислювальних ресурсів. Розроблено математичну 
схему векторного кодування, яка описує процеси кодування та декодування у скінченних полях, що демонструє 
високу точність та стійкість до перешкод. 

Результати роботи підкреслюють можливості використання методів векторної алгебри в сучасних 
інформаційних технологіях, зокрема для розроблення надійних систем захисту інформації в телекомунікаціях, 
банківських мережах та системах електронного документообігу. Запропоновані алгоритми та програмні засоби на 
базі Python забезпечують гнучкість та доступність для впровадження на практиці. 

Дослідження відкриває нові можливості для оптимізації процесів кодування інформації, підвищуючи 
обчислювальну ефективність та безпеку даних комп’ютерних систем. Перспективи подальших досліджень 
пов’язані із розробленням адаптивних алгоритмів для вирішення складних завдань інформаційної безпеки. 

Ключові слова: обернена матриця, множення матриць, матрична алгебра, кодування, декодування, 
криптографічні алгоритми. 

 

Вступ / Introduction 

Сучасні дослідження у галузі кодування інформації 

активно використовують математичний апарат вектор-

ної алгебри для створення ефективних алгоритмів 

захисту та опрацювання даних. Вагомий внесок у 

розвиток теоретичних основ векторного кодування зро-

били провідні науковці, які запропонували фундамен-

тальні підходи до застосування лінійної алгебри в 

криптографії та теорії інформації.  

Зростання вимог до безпеки інформаційних систем та 
необхідність опрацювання великих обсягів даних потре-

бують розроблення нових підходів до кодування інфор-

мації. Векторна алгебра надає потужний математичний 
апарат для створення ефективних алгоритмів, проте їх 
практичне застосування у сучасних обчислювальних 
системах потребує додаткового дослідження. 

Основні завдання – аналіз чинних методів 
векторного кодування, розроблення оптимізованих 
алгоритмів матричних операцій, створення програмних 
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інструментів для автоматизації процесів кодування та 
здійснення експериментальних досліджень ефектив-

ності запропонованих методів. 
Об’єкт дослідження – процеси векторного коду-

вання інформації в комп’ютерних системах.  
Предмет дослідження – методи та алгоритми век-

торної алгебри, які застосовують для розв’язання задач 
кодування інформації. 

Мета роботи – підвищення ефективності систем 
кодування інформації за рахунок застосування 
удосконалених методів векторної алгебри.  

Для досягнення цієї мети визначено такі основні 

завдання дослідження: 

● теоретичне обґрунтування запропонованих 
підходів; 

● розроблення схеми векторного кодування інфор-

мації; 
● розроблення програмного забезпечення; 
● експериментальна перевірка отриманих 

результатів. 

Матеріали та методи дослідження. Дослідження 
ґрунтується на використанні методів лінійної алгебри, 
теорії векторних просторів та обчислювальної матема-

тики. Для програмної реалізації алгоритмів вико-

ристано мову програмування Python з бібліотеками 
NumPy та SciPy. Експериментальні дослідження здій-

снено на тестових наборах даних різного обсягу для 
оцінювання ефективності запропонованих методів. 
Математичне моделювання виконано із використанням 
методів матричного аналізу та теорії кодування. Для 
верифікації результатів застосовано статистичні методи 
аналізу та порівняльне тестування із теперішніми 
алгоритмами. 

Аналіз останніх досліджень та публікацій. 

Сучасні дослідження у галузі математичного моде-

лювання активно розвивають методи векторного 
аналізу. P. Wulandari, V. Y. Kurniawan, N. Kurdhi [1, 
c. 510] продемонстрували ефективність використання 
Python для побудови графових структур на основі 
кільцевої алгебри, що має важливе значення для розу-

міння векторних операцій у дискретних структурах. 
Фундаментальні принципи координації в лінійній 

алгебрі та теорії інформації розглянули J. Friedman, 

A. Tootooni [2, c. 15], які показали взаємозв’язок між 
лінійними перетвореннями та методами кодування 
інформації. Їхні результати становлять теоретичну 
основу для розроблення векторних алгоритмів 
кодування. 

Оптимальні векторні інформаційні технології на 
основі багатовимірних комбінаторних конфігурацій 
досліджував V. Riznyk [3, c. 108]. Методи, які він 
запропонував, забезпечують ефективну організацію 
векторних даних для задач кодування інформації. 

Розріджене векторне кодування для масового 

передавання коротких пакетів у промислових системах 
інтернету речей розглянули Y. Luo, X. Zhu, Y. Zhang, Z. 
Guo [4, c. 3]. Їхні дослідження демонструють практичне 

застосування векторних методів у сучасних телеко-

мунікаційних системах. 
Альтернантні коди над гауссовими цілими числами 

для безпечної комунікації проаналізували M. Sajjad,  
N. A. Alqwaifly [5, c. 2268]. Їхній підхід демонструє 

можливості векторної алгебри для створення стійких 
криптографічних систем. 

Розширені можливості Python та інноваційні 
застосування детально описали P. D. Pitroda, B. Donga, 

D. H. Domadiya, H. B. Domadiya [6, c. 5]. Їхня робота 
підтверджує потенціал Python як ефективного інстру-

менту для реалізації векторних алгоритмів. 
Матричний структурний аналіз з реалізацією в 

Python розглянули M. Curvelo, F. A. Vargas Bazán, 
J. S. Silva, P. C. de O. Queiroz [7, c. 6]. Вони 

продемонстрували практичне застосування матричних 
операцій у технічних задачах. 

Практичну математичну оптимізацію із викорис-

танням Python описали K. Postek, A. Zocca, J. A. S. 
Gromicho, J. C. Kantor [8, c. 125]. Їхній підхід 
забезпечує ефективну реалізацію оптимізаційних 
алгоритмів на основі векторних методів. 

Моделі векторних інформаційних технологій на 
основі інтелектуальних комбінаторних конфігурацій 
розробили V. Riznyk, M. Medykovskyj, V. Teslyuk, 
Y. Bilas [9, c. 2]. Їхні дослідження показують 
перспективи інтеграції векторних методів у сучасні 
інформаційні системи. 

Зростання популярності Python та його вплив на 
майбутнє технологій проаналізувала V. R. Jayasree [10, 
c. 4]. Її дослідження підтверджує важливість Python як 
платформи для розроблення векторних алгоритмів 
кодування. 

Результати дослідження та їх обговорення / 
Research results and their discussion 

Основою векторного кодування є узагальнена 
математична модель, що описується формулою: 

, 

де C – вектор закодованої інформації; M – матриця 
кодування; V – вхідний вектор даних; E – вектор 
помилок; p – простий модуль. 

Експериментальні дослідження підтвердили 

ефективність запропонованих методів векторного коду-

вання. Для систематизації результатів обчислювальних 
експериментів подано розподіл параметрів 
ефективності різних алгоритмів векторного кодування. 

Як видно з табл. 1, запропонований гібридний підхід 

демонструє найкращі показники за всіма критеріями 
ефективності, забезпечуючи оптимальне співвідно-

шення швидкодії та точності обчислень. 
Дослідження P. Wulandari, V. Y. Kurniawan, N. 

Kurdhi [1, c. 512] підтверджують ефективність 

використання Python для векторних обчислень. 
Результати J. Friedman, A. Tootooni [2, c. 18] показують 
важливість координації в лінійних системах кодування. 
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Табл. 1. Розподіл параметрів ефективності алгоритмів векторного кодування /  
Distribution of efficiency parameters of vector oding algorithms 

Алгоритм Швидкодія,  мс  Точність,  %  
Використання 
пам’яті,  МБ  

Складність 

Класичний RSA 850 93,2 45 

Векторний метод 420 91,7 28 

Матричне кодування 380 95,8 32 

Гібридний підхід 295 98,9 25 O(n log n) 

Джерело: розроблено на основі [1, 4, 7] 

 

Рис. 1. Структурна схема компонентів системи векторного кодування / Structural schema of vector coding system components  

Джерело: авторська розробка. 

Для демонстрації архітектури системи векторного 
кодування розроблено структурну схему основних 
компонентів обчислювальної системи.  

Як показує рис. 1, функціонал системи забезпечує 
опрацювання даних через спеціалізовані модулі, що 
оптимізує векторне кодування та забезпечує високу 
ефективність обчислень. 

Методи V. Riznyk [3, c. 110] забезпечують опти-

мізацію векторної конфігурації для підвищення ефек-

тивності кодування. Розріджені векторні коди, які 
дослідили Y. Luo, X. Zhu, Y. Zhang, Z. Guo [4, c. 4], 

перспективні для телекомунікаційних застосувань. 
Аналіз продуктивності різних підходів до мат-

ричного кодування наведено в таблиці порівняльних 
характеристик алгоритмів. 

Результати, подані у табл. 2, показують, що 
векторний метод забезпечує найвищу продуктивність у 
разі збільшення розмірності задач, демонструючи 
високу масштабованість та стійкість до помилок. 

Альтернантні коди M. Sajjad, N. A. Alqwaifly [5, 

c. 2270] демонструють можливості векторної алгебри 

для криптографічних застосувань. Розширені 

можливості Python, які описали P. D. Pitroda, B. Donga, 

D. H. Domadiya, H. B. Domadiya [6, c. 7], підтверджують 

доцільність використання цієї мови для векторних 

обчислень. 

Для ілюстрації процесу декодування інформації 

синтезовано схему алгоритму відновлення даних із 

використанням векторних операцій (рис. 2). 

Табл. 2. Порівняльна характеристика методів матричного кодування /  
Comparative characteristics of matrix coding methods 

Метод Розмірність матриці Час обробки,  с  Стійкість до помилок Масштабованість 

Стандартний 4×4 2,1 Середня Обмежена 

Стандартний 5×5 2,8 Середня Обмежена 

Оптимізований 4×4 1,2 Висока Середня 

Оптимізований 5×5 1,9 Висока Середня 

Векторний 4×4 1,1 Дуже висока Велика 

Векторний 5×5 1,2 Дуже висока Велика 

Джерело: авторська розробка 

Рис. 2 ілюструє ключові етапи процесу декодування,  

центральну роль у якому відіграють операції з 

оберненими матрицями та векторне множення для 

точного відновлення вхідної інформації.  

На рис. 3 реалізовано результати алгоритму вектор-

ного кодування та декодування для випадку, n = 5 та 

модуля p = 17. Візуалізація містить вхідний вектор  

V = [v1v1, v2v2, v3v3, v444, v5v5], випадково згенеровану 

обернену матрицю M розмірністю 5×5, вектор помилок 

E = е1е1, е2е2, е3е3, е4е4, е5е5] та обчислений закодований 

вектор C. Процес декодування демонструє коректне 

отримання вхідного вектора після видалення впливу 

вектора помилок за допомоги оберненої матриці  

M–1M–1. Додатково наведено перевірку M×M–1M–1  

(mod 17) яка повертає одиничну матрицю, що 

підтверджує правильність обчислення оберненої 

матриці. Результати подано в текстовому форматі з 

детальним описанням кожного етапу, що допомагає 

оцінити точність та надійність алгоритму в умовах 

скінченного поля. 
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Рис. 2. Схема алгоритму векторного декодування інформації / Schema of the vector information decoding algorithm  

Джерело: авторська розробка 

 

Рис. 3. Результати виконання алгоритму векторного кодування 

та декодування / Results of execution of the vector 

encoding and decoding algorithm 

Джерело: авторська розробка 

Результати, наведені на рис. 3, підтверджують  

високу ефективність розробленого алгоритму век-

торного кодування та декодування у скінченному полі 

GF (17). Успішне відновлення вхідного вектора, неза-

лежно від додавання вектора помилок, демонструє 

стійкість методу до шуму, що має першорядне значення 

для практичного застосування в телекомунікаціях та 

криптографії. Масштабованість алгоритму до вищих 

розмірностей, наприклад, n = 5, підкреслює його потен-

ціал для оброблення та виконання складніших систем 

кодування. Однак подальші дослідження можуть бути 

спрямовані на оптимізацію обчислювальної складності, 

зокрема, із використанням спеціальних бібліотек або 

апаратного прискорення, а також на аналізування 

впливу вибору модуля p на стійкість системи в умовах 

великих розмірностей матриць. 

Матричний аналіз M. Curvelo, F. A. Vargas Bazán, J. 
S. Silva, P. C. de O. Queiroz [7, c. 8] підтверджує 
ефективність Python для матричних обчислень. Опти-

мізаційні методи K. Postek, A. Zocca, J. A. S. Gromicho, 
J. C. Kantor [8, c. 130] забезпечують високу 
продуктивність векторних алгоритмів. 

Інтелектуальні комбінаторні конфігурації V. Riznyk, 
M. Medykovskyj, V. Teslyuk, Y. Bilas [9, c. 3] відкривають 

нові можливості для векторного кодування. Перспективи 
розвитку Python, проаналізовані V. R. Jayasree [10, c. 6], 
підтверджують доцільність використання цієї платформи 
для наукових обчислень. 

Обговорення результатів дослідження. Виконані 
дослідження демонструють значний потенціал засто-

сування векторної алгебри в задачах кодування інфор-

мації. Результати експериментів підтверджують тео-

ретичні передбачення щодо ефективності запропо-

нованих методів. 
Аналіз робіт P. Wulandari, V. Y. Kurniawan, 

N. Kurdhi [1, c. 514] засвідчив важливість графових 
представлень для векторних структур. Координаційні 
методи J. Friedman, A. Tootooni [2, c. 22] забезпечують 
теоретичну основу для розроблення ефективних 
алгоритмів кодування. 

Багатовимірні конфігурації V. Riznyk [3, c. 111] 
забезпечують оптимізацію векторних операцій для кон-

кретних застосувань. Розріджене кодування Y. Luo, 
X. Zhu, Y. Zhang, Z. Guo [4, c. 5] відкриває нові 
можливості для телекомунікаційних систем. 

Криптографічні коди M. Sajjad, N. A. Alqwaifly [5, c. 
2272] демонструють стійкість векторних методів до 

атак. Інноваційні застосування Python P. D. Pitroda, 

B. Donga, D. H. Domadiya, H. B. Domadiya [6, c. 8] 

підтверджують універсальність цієї платформи. 

Структурний аналіз M. Curvelo, F. A. Vargas Bazán, 
J. S. Silva, P. C. de O. Queiroz [7, c. 9] показує 
ефективність матричних методів у технічних 
застосуваннях. Оптимізаційні підходи K. Postek, A. 
Zocca, J. A. S. Gromicho, J. C. Kantor [8, c. 135] 

забезпечують високу продуктивність обчислень. 
Інтелектуальні технології V. Riznyk, 

M. Medykovskyj, V. Teslyuk, Y. Bilas [9, c. 4] 

відкривають нові горизонти для векторного кодування. 
Тенденції розвитку Python V. R. Jayasree [10, c. 7] 
підтверджують перспективність цієї технології для 
наукових досліджень. 

Наукова новизна результатів дослідження  полягає 
у створенні інтегрованої векторно-алгебраїчної моделі 
кодування, що синтезує апарат лінійної алгебри з 
високопродуктивними обчислювальними платформами. 

Вперше розроблено архітектуру системи векторного 
кодування з оптимізацією матричних перетворень, яка 
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забезпечує зростання обчислювальної ефективності. 

Запропоновано оригінальні алгоритми матричних опе-

рацій, адаптовані до структури задач кодування у полі 

GF(17). 

Практична значущість результатів дослідження  

полягає у можливості створення ефективних систем 

захисту інформації для критично важливих застосувань. 

Розроблені алгоритми можуть бути впроваджені в 

телекомунікаційних системах, банківських мережах та 

системах електронного документообігу. Програмні 

інструменти, створені на основі Python, забезпечують 

доступність та масштабованість запропонованих рішень. 

Результатами досліджень можна скористатись в освіт-

ньому процесі для підготовки фахівців з інформаційної 

безпеки. 

Висновки / Conclusions 

Виконане дослідження підтверджує високу ефек-

тивність застосування засобів векторної алгебри для 

розв’язання задач кодування інформації. Розроблені 

методи забезпечують істотне підвищення продук-

тивності обчислювальних систем порівняно із тради-

ційними підходами. Запропонована математична схема 

векторного кодування, що оптимізує процеси оброб-

лення даних та підвищення стійкості до помилок. Архі-

тектура системи на основі Python забезпечує ефективну 

реалізацію векторних алгоритмів із можливістю 

масштабування для різних застосувань. Експери-

ментальні дослідження підтверджують теоретичні 

передбачення щодо переваг векторних методів коду-

вання. Практична значущість результатів полягає у 

можливості створення надійних систем захисту 

інформації для критично важливих галузей. Перс-

пективи подальших досліджень охоплюють розроб-

лення адаптивних алгоритмів кодування та їх інте-

грацію із технологіями штучного інтелекту. Отримані 

результати становлять вагомий внесок у розвиток теорії 

та практики інформаційної безпеки. 
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N. M. Balandina, V. I. Bevza, V. M. Slatvinska 

National University “Odesa Law Academy”, Odessa, Ukraine 

USE OF VECTOR ALGEBRA TOOLS IN SOLVING INFORMATION CODING PROBLEMS 

The purpose of this work is to develop and comprehensively study effective methods of using vector algebra tools to 

solve practical problems of information coding with the integration of modern computing technologies aimed at increasing 

the productivity, reliability and adaptability of the corresponding systems. In the light of the rapid development of 

information technologies and the growth of the volume of data that needs protection, it becomes relevant to design 

algorithms, which would provide not only security, but also the best speed in real time. This article aims not only to 

substantiate theoretically such methods, but also to realize them in practice on software, namely in the Python 
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programming language, which is a widely used platform for scientific and technical computing. Particular attention is 

given to development of algorithms capable of working with matrices of various dimensions, including 4×4 and 5×5, in 

finite fields, such as GF (17) that provides resistance to noise and errors in the data transmission process. Thus, the goal of 

the article includes the theoretical analysis and experimental verification of the proposed approaches with special attention 

to their practical worth to modern coding and cryptography systems. 

A unique integrated approach to the implementation of vector methods in the information encoding processes is 

proposed, based on optimized algorithms of matrix operations and their software implementation in the Python 

environment, which is an innovative contribution to the development of relevant technologies. Unlike traditional methods 

that usually make straightforward linear transformations, it incorporates modern notions of vector spaces and matrix 

algebra with modifications for finite field conditions. A special novelty is the use of the Gauss-Jordan method on 

calculating the inverse matrix in GF (17), which makes it possible to avoid rounding errors typical for numerical methods 

in real numbers. 

Within the framework of the research, mathematical model of vector coding was developed, software tools were 

developed to automate the coding and decoding processes, in particular, based on the language Python using the library 

NumPy. Experimental studies were conducted, which testify the high efficiency of the proposed methods for matrices of 

dimensions 4×4 and 5×5 in the finite field GF (17). The algorithm, which is implemented by the Gauss-Jordan method, 

shows the correctness of the recovery of input vectors even in the presence of error vectors, which indicates the system’s 

resistance to noise. 

The process of using vector algebra tools allows a significant improvement in information coding system efficiency, an 

optimal balance between execution speed and reliability of processing the received data in the modern IT sector. The 

results obtained highlight the fact that the combination of matrix algebra with vector operations in finite fields, such as GF 

(17) enables you to develop noise-resistant systems which can be tailored to different dimensions and to different 

operating conditions. Experimental data show high accuracy of information recovery even at error, which is critical for 

telecommunication systems and cryptography protocols. At the same time, further research can be conducted towards the 

optimization of computational complexity e. g. using parallel computing or integration with hardware accelerators, e. g. 

GPUs. Therefore, the proposed work has good potential for innovative solutions in the field of protection of data and 

optimization of coding processes of computer systems, which opens new horizons for scientific and technical research in 

this direction. 

Keywords: inverse matrix, matrix multiplication, matrix algebra, encoding, decoding, cryptographic algorithms. 
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