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This study addresses the lack of region-specific tools for academic counseling in Morocco by
proposing a machine learning framework to predict student performance across secondary
education pathways. Using academic records of students from the Greater Casablanca re-
gion, we evaluate four models — Random Forest, Support Vector Machine (SVM), Decision
Tree, and Linear Regression — following a methodology that integrates data preprocessing,
feature selection, and synthetic data enrichment to address class imbalance. The Random
Forest algorithm achieved an accuracy rate of 75.20%, significantly outperforming the
other models. By linking predictive outcomes to actionable academic guidance, the pro-
posed framework enables educators to recommend pathways tailored to individual student
strengths, thus addressing a critical gap in Morocco’s education system.

Keywords: data mining; student performance; predictive modeling.
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1. Introduction

Education plays a fundamental role in the development of individuals as well as society as a whole [1].
In today’s context, data analysis is increasingly essential in various sectors, including education. This
study, positioned at the intersection of data science and big data analytics, explores how technological
advancements can be leveraged to forecast and enhance student performance. By analyzing academic
results over multiple sessions, the primary objective is to develop a predictive model capable of pro-
jecting students’ future performance based on their past results. More specifically, this study focuses
on predicting success in various fields using results from two consecutive academic sessions.

Advancements in data science have profoundly transformed our approach to information, enabling
the extraction of meaningful insights from large datasets [2]. This study aims to apply these techniques
in the educational domain to assist teachers, institutions, and students in making more informed
decisions. By employing predictive models in this context, it becomes possible to identify key factors
influencing academic performance and implement proactive measures to improve student outcomes.

The approach adopted in this study is based on the analysis of a database containing students’
academic performance over three consecutive sessions. Each record includes the grades obtained in
various subjects during the corresponding session. Using this data, the predictive model is designed
to estimate students’ future performance in specific subjects based on their past results. This tool
may serve as a valuable asset for students, teachers, and academic advisors, supporting data-driven
decisions that optimize academic success and guide career pathways more effectively.

2. Literature review

The field of education has been significantly influenced by the advent of big data, data analytics, and
machine learning. These technological advancements are revolutionizing how educators and researchers
approach the enhancement of educational processes and academic performance prediction. By lever-
aging data-driven methodologies, researchers are expanding traditional boundaries allowing for more
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refined analyses of student data and forecasting of academic outcomes. Just as predictive analytics
are crucial in business decision-making, these tools enable more precise and proactive assessments of
educational trajectories.

The significance of this technological shift is particularly evident in academic performance predic-
tion. For instance, [3] analyzed the efficacy of algorithms such as Naive Bayes, Decision Trees, and
Multilayer Perceptron in forecasting student success. Their study utilized data from a University of
Tuzla survey and an enrollment database, employing Weka software to evaluate classifier performance.
Their findings showed that the Naive Bayes algorithm achieved 76.65% accuracy with a short training
time but relatively high error rates.

In a related study, [4] applied knowledge discovery methods to develop an educational intervention
plan aimed at reducing dropout rates by 14%. By leveraging logistic regression models with activity
grades as predictive parameters, their approach utilized an iterative procedure evaluating student per-
formance weekly. Their proposed model, LOGIT-Act, demonstrated superior performance compared
to SVM, FFNN, PESFAM, and SEDM, achieving accuracy, precision, recall, and specificity of 97.13%,
98.95%, 96.73%, and 97.14%, respectively.

Similarly, [5] introduced a machine learning framework to identify students at risk of not graduat-
ing. Utilizing data from two schools across two districts, they experimented with five machine learning
models: SVM, Random Forest, Logistic Regression, AdaBoost, and Decision Tree. Their results indi-
cated that Random Forest yielded the highest predictive accuracy, ranking students based on estimated
risk scores.

At UniSZA University in Malaysia, [6] adopted machine learning techniques to predict first-year
student performance. Their dataset included nine attributes such as gender, race, GPA, and family in-
come, covering 399 students between 2006 and 2014. By evaluating Decision Tree, rule-based classifiers,
and Naive Bayes, they found that rule-based classifiers yielded the highest accuracy of 71.3%.

Feature selection methods were central to the study by [7], which aimed to identify students at risk
in a norm-based grading system. Their analysis utilized six machine learning classifiers, achieving 88%
accuracy with a Naive Bayes classifier when using 16 selected features. Likewise, [8] compared SVM and
KNN classifiers on data from the University of Minho, which contained 33 attributes, demonstrating
that SVM achieved high accuracy via cross-validation experiments.

Further research by [9] introduced an RTV-SVM classifier to predict at-risk students based on
academic performance. This algorithm achieved high accuracy rates of 93.8% and 93.5% for predicting
at-risk and marginal students, respectively, while reducing training time by 59%.

Another comparative study [10] evaluated Support Vector Machines (SVM) and Artificial Neural
Networks (ANN) on a dataset of 6130 students. Their results showed that SVM achieved an accuracy of
84.54% in predicting academic performance. Additionally, [11] compared eight machine learning models
to predict student performance in an Indian technical college, with Random Forest demonstrating the
highest accuracy at 93.8%. Similarly, [12] investigated resampling techniques for predicting student
dropout, concluding that Random Forest combined with SVM-SMOTE balancing achieved the best
accuracy of 77.97%.

Fuzzy neural networks were explored by [13|, who integrated metaheuristic optimization techniques
based on gas solubility to enhance early performance prediction. This innovative approach yielded an
accuracy of 96.04%, demonstrating its potential in academic forecasting.

Furthermore, [14] analyzed the effectiveness of Decision Trees (DT), K-Nearest Neighbors (KNN),
and Random Forest (RF) in predicting student performance using self-generated data. Their approach
resulted in an average accuracy of 75%, reinforcing the effectiveness of combining multiple algorithms
for enhanced predictive accuracy.

Artificial Neural Networks (ANN) were the focus of [15], which examined the retention rates of
first-year students at Columbus State University between 2005 and 2010. Their findings showed that
a two-layer ANN achieved an accuracy of 89% in predicting second-year retention.
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Moreover, [16] developed a predictive model to identify student dropouts using decision tree vari-
ants, where ID3 achieved the highest accuracy of 90.9%, outperforming C4.5, CART, and ADT.

Another study by [17] emphasized time-dependent variables in predicting student performance in
online learning environments. Using data from 330 students from a Learning Management System
(LMS), they compared CART, Logistic Regression, and AdaBoost, with CART achieving over 95%
accuracy.

Additionally, [18] reviewed data mining techniques for dropout prediction, using data from 189
students and feature selection via genetic algorithms. They found that the 3NN classifier was most
effective, achieving an accuracy of 87%.

In an online learning context, [19] examined ANN, Decision Trees, and Bayesian Networks across
62 375 students, concluding that Decision Trees provided superior predictive efficiency.

Further research by [20] focused on human-interpretable features for predicting low academic per-
formance. Using data from the University of Minnesota, they applied SVM, Random Forest, Gradient
Boosting, and Decision Trees, achieving an accuracy exceeding 75% in detecting at-risk students.

In Morocco, [21] developed an acceptance model for the e-orientation platform “orientation-
chabab.com,” testing four algorithms (Naive Bayes, J48, NLMT, SimpleLogistic) with WEKA soft-
ware, where J48 yielded the highest classification accuracy. Another Moroccan study by [22] explored
learning differences in blended learning environments using data from the FOAD FSBM e-learning
platform, emphasizing statistical analyses of student performance.

Additionally, a study by [23]| proposed developing an automatic machine learning tool to analyze
student performance and guide improvement suggestions, addressing the challenge of diverse perfor-
mance levels among students.

Research conducted by [24] utilized a dataset from higher education to evaluate various machine
learning algorithms, including DT, SVM, and boosting algorithms. The study found that boosting al-
gorithms, particularly Light GBM and CatBoost, outperformed traditional classifiers. Furthermore, [25]
examined the potential of data from LMS platforms, specifically Moodle, to predict student perfor-
mance by analyzing behavioral data. Several machine learning techniques were applied, with multilayer
perceptron neural networks (MLPNNs) achieving the highest accuracy of 93%. In another research
effort, [26] aimed to find a decision tree alternative to Random Forest, achieving 97% precision using
Decision Tree evaluations, compared to Random Forest’s 93%. Lastly, [27] investigated the relation-
ship between midterm and final exam grades using machine learning models, achieving classification
accuracies between 70%-75%.

In summary, this research emphasizes the need for optimal algorithm selection to accurately pre-
dict student performance and success. Notably, models based on DT, SVM, and Random Forest
demonstrate high accuracy, leveraging the complexity of the data. Given these findings, exploring hy-
brid approaches that combine these strengths could lead to robust predictions of student performance
across various fields.

3. Research methodology

To facilitate the understanding of our system, we have developed a visual representation of its ar-
chitecture. The image below (see Figure 1) highlights the organization of the various modules and
key components that interact synchronously to achieve our goals. It provides a valuable overview
of the system’s underlying structure, enabling a better understanding of its complexity and internal
functioning.

3.1. Data collection

As part of this study, we combined five distinct datasets, covering a period of five years, from 2012 to
2016. The first step in our approach was to collect data from the ERP (Enterprise Resource Planning)
database of the HSI, specifically for the Grand Casablanca region. Each dataset, corresponding to
one year, contains 41 tables with essential information about students, their grades, their courses, and
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Fig.1. System architecture.

other relevant data. This information was carefully analyzed to identify the most relevant data for our
study. Subsequently, we merged these five datasets in order to systematically group and organize the
information. This allowed us to obtain a comprehensive and precise view of the evolution of educational
data during the study period.

3.2. Data preprocessing

Data preprocessing [28] is a critical step in exploring and preparing raw data to ensure its usability
for analysis. In real-world scenarios, datasets often come with gaps, inconsistencies, and missing
essential behaviors or trends. Furthermore, they are prone to various errors, such as outliers or noise,
which can significantly affect the accuracy of the analysis. To address these challenges, we applied
a comprehensive preprocessing pipeline, as illustrated in Figure 2, to clean and transform our raw
dataset into a structured and reliable resource for further analysis.

3.2.1. Intuitive feature selection

As part of the data preprocessing stage, we adopt an approach based on in-
tuitive feature selection. This crucial step relies on a deep understanding of
business logic and aims to identify the most relevant variables while eliminating

Intuitive Feature Selection

SRR those that do not add value to the predictive model.
Rather than relying solely on automated methods, we leverage our domain
Data Preparation expertise to analyze complex relationships between different variables. This

approach allows us to prioritize features with a direct impact on prediction
and avoid including non-significant data.
For example, certain features such as students’ first and last names were
excluded, as they represent personal information with no influence on academic
performance. Similarly, the student’s gender was disregarded, as it plays no
Fig.2. Data prepro- relevant role in our study context.
cessing pipeline. Conversely, we retained several essential variables for predictive analysis:

Data Transformation

— Student ID to ensure individualized performance tracking.

— Subject name to study the impact of the learning domain on results.

— Student grades, a central element of our analysis.

— Academic level, allowing us to examine performance variations across different classes.
— Academic session, useful for observing performance trends over multiple years.

By refining the dataset at this initial stage, we enhance the model’s efficiency by reducing noise
and focusing on variables with a real impact on expected outcomes. This methodology also promotes
greater model interpretability, facilitating its adoption in a decision-making context.

Mathematical Modeling and Computing, Vol. 12, No. 4, pp. 1135-1144 (2025)



Predicting Student Performance in Moroccan Secondary Education: A Machine Learning ... 1139

3.2.2. Missing data handling

In our data preprocessing process, we have adopted a rigorous approach to handling missing values.
Rather than removing them, which could lead to significant information loss, we have chosen to replace
them with a constant value, set at 10, across the entire dataset.

This choice ensures data consistency and integrity while minimizing the impact of missing values
on model performance. Using a fixed value helps prevent biases introduced by other imputation meth-
ods, such as the mean or median, which can distort distribution balance, especially in heterogeneous
datasets.

Moreover, this strategy simplifies data analysis and result interpretation by ensuring uniform han-
dling of missing values. It also enhances model stability during training, preventing unpredictable
variations that could arise from imputations based on fluctuating statistics.

By integrating this method, we ensure that the dataset remains usable without compromising its
analytical quality. Thus, our approach helps optimize the model’s performance and robustness while
minimizing potential distortions.

3.2.3. Data preparation

Data preparation is an essential step in ensuring the reliability and relevance of subsequent analyses.
We implemented a series of operations aimed at structuring and optimizing our dataset, including
harmonizing labels, standardizing formats, and removing irrelevant elements.

— Label Harmonization and Grouping: One of the major challenges in preprocessing lies in
the heterogeneity of designations and categories within the dataset. To ensure better semantic
consistency, we harmonized the labels by grouping similar values under a unified nomenclature.
For example, different names referring to the same subject were merged: “ARABE”, “Langue Arabe”,
and “LANGUE ARABE” were standardized under a single label, “LANGUE ARABE”. Similarly,
the designations “HIST-GEQO” and “HISTOIRE-GEOGRAPHIE” were standardized as “HISTOIRE
GEOGRAPHIE”. This homogenization facilitates data interpretation and reduces inconsistencies
that could distort statistical analyses or affect the performance of predictive models.

— Removal of Irrelevant Data: We also performed targeted filtering of academic levels in the
NOMNIVEAU column, retaining only those relevant to the scope of our study. This rigorous
selection process eliminates out-of-context observations, ensuring better data homogeneity and
reducing the risk of biased analyses.

3.2.4. Data transformation

As part of our study, we performed a series of data transformations to prepare them for predictive
analysis. This transformation was carried out in multiple steps to ensure that the data aligned with
our analytical objectives.

a) Selection of Students and Sessions. We selected a subset of students for whom we have data
over three consecutive academic sessions, starting with their first session in TCS (Common Scientific
Track). This selection allows us to focus the analysis on students with complete tracking, thereby
enhancing the reliability of our predictive model. However, the initial data structure, where each
grade was recorded individually by subject and session, made analysis and result interpretation more
complex. To ensure better coherence and usability, we transformed the data into an aggregated
format.

b) Data Aggregation and Pivoting. Initially, each row in the dataset represented an individual
grade assigned to a student for a specific subject and session. A single student could therefore appear
multiple times with different grades for the same subject, corresponding to distinct assessments (e.g.,
continuous assessment, final exam) (see Figure 3). This structure made analysis more complex, as
it did not provide a consolidated view of students’ performance by subject and session. To address
this, we applied data pivoting, grouping all grades for the same subject and session into a single
column.
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M dat.head(58)

i: ELEVE ELEVE_NOM ELEVE_PRENOM ELEVE_SEXE Nom_matiere NOTES NOMNIVEAU SESSION
0 1 MASCULIN LANGUE ARABE 13.0 le AC. 2011-2012
1 1 MASCULIN PHYSIQUE-CHIMIE 15.0 e AC. 2011-2012
2 1 MASCULIN 1ERE LANGUE ETRANGERE 17.0 e AC. 2011-2012
3 1 MASCULIN LANGUE ARABE 120 le AC. 2011-2012
4 1 MASCULIN MATHEMATIQUES 12.0 le AC. 2011-2012
5 1 MASCULIN SVT 1.0 le AC. 2011-2012
] 1 MASCULIN 2EME LANGUE ETRANGERE 10.0 e AC. 2011-2012
7 1 MASCULIN HISTOIRE GEOGRAPHIE 11.0 e AC. 2011-2012
8 1 MASCULIN EDUCATION ISLAMIQUE 16.0 le AC. 2011-2012
9 1 MASCULIN VT 15.0 le AC. 2011-2012

10 1 MASCULIN PHYSIQUE-CHIMIE 15.0 le AC. 2011-2012
1 1 MASCULIN MATHEMATIQUES 16.0 e AC. 2011-2012
12 1 MASCULIN HISTOIRE GEOGRAPHIE 14.0 le AC. 2011-2012
13 1 MASCULIN 1ERE LANGUE ETRANGERE 16.0 le AC. 2011-2012
14 1 MASCULIN EDUCATION ISLAMIQUE 15.0 e AC. 2011-2012
15 1 MASCULIN LANGUE ARABE 15.0 e AC. 2011-2012
16 1 MASCULIN LANGUE ARABE 140 le AC. 2011-2012
17 1 MASCULIN VT 12.0 le AC. 2011-2012
18 1 MASCULIN MATHEMATIQUES 11.0 le AC. 2011-2012
19 1 MASCULIN EDUCATION ISLAMIQUE 9.0 e AC. 2011-2012
20 1 MASCULIN 2EME LANGUE ETRANGERE 16.0 le AC. 2011-2012
21 1 MASCULIN PHYSIQUE-CHIMIE 16.0 le AC. 2011-2012
22 1 MASCULIN VT 13.0 le AC. 2011-2012

Fig. 3. Dataset before.

To eliminate redundant information, we calculated the average grade for each student, subject, and
session. Instead of multiple rows representing different assessments, each student is now represented
by a single row per session, with columns corresponding to subjects and containing the computed
average grades.

After the transformation, the table became as follows (Figure 4). This restructuring enhances data

dta.head(58)

ELEVE SESSION NOMNIVEAU ANGLAIS FRANCAIS HISTOIRE GEOGRAPHIE MATHEMATIQUES PHYSIQUE-CHIMIE SVT

0 17 2013-2014 TCS 5.50 12.50 18.50 16.75 15.00 1475
1 17 2014-2015 1e Sc. Exp. 15.50 12.00 8.62 1750 11.00 1250
2 17 2015-2016 2e Sc. Exp. 14.00 15.00 10.00 1025 1800 1325
3 110 2011-2012 TCS 12.50 7.00 15.83 820 1200 8.00
4 110 2012-2013 1e Sc. Exp. 14.90 1347 5.40 11.12 9.05 1410
5 110 2013-2014 2e Sc. Exp. 13.25 16.00 10.00 15.00 812 982
G 160 2011-2012 1e Sc. Exp. 14.75 4.60 714 T.00 750 520
T 160 2012-2013 1e 5S¢ Exp. 16.50 13.33 6.05 1025 785 1270
2 160 2013-2014 2e Sc. Exp. 15.25 17.00 10.00 725 1400 919
9 192 2011-2012 TCS 10.00 8.40 11.67 217 933 667
10 192 2012-2013 1e Sc. Exp. 13.80 13.50 460 812 745 13.00
" 192 2013-2014 2e Sc. Exp. 10.00 17.00 10.00 975 650 438
12 205 2011-2012 TCS 13.25 7.80 16.00 9.00 1200 9.00
13 205 2012-2013 1e Sc. Exp. 15.30 12.00 9.65 1038 770 1270
14 205 2013-2014 2e Sc. Exp. 15.25 14.00 10.00 6.50 1200 1412
15 206 2011-2012 TCS 13.50 10.80 1450 933 1233 9.00
16 206 2012-2013 1e Sc. Exp. 16.10 13.08 11.60 994 825 1340

Fig. 4. Dataset after.

readability and usability, enabling more coherent analyses and facilitating the training of predictive
models.
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3.2.5. Data augmentation

When working with real-world data, its availability and quality often pose a major challenge in machine
learning. In our case, the limited amount of usable data, due to incomplete or missing information,
risked affecting the reliability of our predictive model. To address this constraint, we implemented
a data augmentation strategy, which involves generating synthetic data to enrich our initial dataset
while preserving its structure and characteristics.

The main objective was to create artificial students with an academic trajectory similar to that of
real students, including three consecutive sessions. This approach enhances the model’s generalization
ability by diversifying the student profiles and covering a broader range of academic performances.

Our data augmentation process is based on the following steps:

— Identification of the session structure: We analyzed the sequence of existing academic sessions
to ensure consistency in the integration of new students.

— Generation of synthetic students: We created new student IDs and incorporated them into
the database.

— Assignment of sessions: Each synthetic student was assigned three consecutive sessions, follow-
ing the model of real students, ensuring a coherent academic progression.

— Definition of academic levels: To maximize profile diversity, we assigned synthetic students to
different academic levels, including TCS, le Eco. Gest, le Sc. Math., le Sc. Exp., 2e Sc. Exp., 2e
Sc. Eco, 2e SGC, and 2e Sc. Math.

Thanks to this approach, we not only compensated for the lack of real data but also improved the
representativeness of student profiles, allowing our model to better capture educational dynamics.

4. Results

Model construction is a fundamental step in the data mining process. While data preprocessing and
understanding play a key role in the final model’s performance, selecting the appropriate model is a
decisive step. It involves experimenting with multiple models and choosing the one that provides the
highest accuracy for the specific machine learning task. This rigorous selection ensures that the model
can generalize effectively to new data and produce reliable predictions.

In our study, we selected four algorithms based on a literature review: Linear Regression, Random
Forest, SVM (SVR), and Decision Tree. These models were chosen for their effectiveness in predicting
academic performance and their adaptability to our dataset.

One of the major challenges of this study is accurately predicting students’ success rates based
solely on their grades. This task is particularly complex because academic success is influenced by
numerous factors, such as teaching methods, student engagement, and individual differences in learning.
Nevertheless, by leveraging the available data, we aim to extract meaningful patterns that can help
anticipate future performance.

To ensure the reliability of predictions and prevent overfitting, we adopted a rigorous evaluation
approach based on 5-fold cross-validation. This technique provides more robust estimates by testing
the model on different data partitions, ensuring better generalization capability.

Finally, we compared the performance of the models using cross-validation to identify the one that
offers the best predictions for our problem. The Table 1 presents the results obtained.

Table 1. Model performance comparison.

Algorithm Performance (%)
Linear Regression 72.18
Random Forest 75.20
Support Vector Machine (SVM) / Support Vector Regression (SVR) 60.46
Decision Tree 73.93
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5. Conclusion

The primary objective of this study was to design a predictive model capable of anticipating student
success rates in different academic tracks, relying exclusively on students’ academic performance from
the previous two years. Following an in-depth literature review, we selected and tested several machine
learning models to identify the one offering the best performance.

A rigorous evaluation, based on cross-validation, allowed us to compare these models and obtain
significant results. The Random Forest algorithm proved to be the most effective, achieving an accuracy
rate of approximately 75.20%. However, this performance remained limited due to data constraints.
Although we were able to utilize information from students who had completed a full academic path
— from the common core to the second year of high school, including all three academic sessions — the
overall dataset was still insufficient to ensure fully reliable modeling.

To address this constraint, we applied a data augmentation technique, which enhanced the model’s
robustness and improved prediction accuracy. Nevertheless, while this approach partially mitigated
the impact of the limited size of the dataset, it did not entirely overcome the data shortcomings.

To improve this study and mitigate these limitations, several research avenues can be considered.
Expanding the student sample and ensuring a more comprehensive coverage of their academic tra-
jectories would be necessary. Additionally, accounting for educational and socio-economic disparities
across different regions could help assess the model’s generalizability. Incorporating other explanatory
variables, such as student motivation or socio-economic background, could also enhance prediction
accuracy. Finally, exploring ensemble or hybrid models that help reduce variance and improve gener-
alization, would be a promising direction to strengthen the robustness of the results.

Ultimately, this study highlights the importance of having a sufficient and high-quality dataset for
developing reliable predictive models. While the results obtained are promising, they underscore the
challenges associated with data limitations and open the door to future research aimed at refining
predictions and optimizing student guidance.
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MporHo3yBaHHS ycniWHOCTI y4HIB y cepeaHiii ocsiTi B Mapokko:
CTPYKTYpPa MALUVUHHOINO HABYAHHSA A1 KepPIBHULTBA
AKAOAEMIYHUM LLASAXOM

Camma C.1, Ajir Jayn M2, Axraiv K.!, Tpara A.!

L Tabopamopia LTIM, xagedpa ingopmamuxu, daxysvmem nayx Ben Mcixa,
Vwisepcumem Xaccana II Kacabaanxu, Mapoxxo
2 JIa6opamopis, ORDIPU, @axyasvmem nayx Ben M cika,
Vwisepcumem Xaccana II Kacabaanxu, Mapoxxo

Ile mocaimxkenns: cipsMoBaHe HA BUPIMIEHHS TPOOJIEME Bi/ICYyTHOCTI PErioHAJIBHUX 1HCTPY-
MEHTIB JjIs aKaJeMiYHOrO KOHCY/JIbTYBaHH:A B MapOKKO IMIJISXOM MPOIO3UIlil (hpeiiMBOPKY
MAIITHHOT'O HaBYaHHS JIJIS IIPOTHO3YBAHHS YCIIITHOCTI YYHIB Y PI3HUX HAIPIMKAX CEPE/I-
Hbol ocBiTu. BukopucroByioun akajaeMmidni gani yuniB i3 periony Benukol Kacabiaankwu,
mu omniaemo dotupn Mojeni (Random Forest, SVM, Decision Trees, Linear Regression),
JOTPUMYIOUNCH METOJOJIONI], sika BKJIIOYAE IMOIEPEIHI0 00pOOKY JaHmX, BUOIp O3HAK i
36aradeHHs CUHTETUYHUMU JIAHUMU JJIs BUpIleHHsT Tpobjemu aucbaiancy Kiacis. Aj-
roput™m Random Forest nokazas pesyiabraTusHicTh Ha piBHi 75.20%, 3Ha4YHO IIepeBepIInB-
i innm mogiesti. [los’sa3yroun mporuno3u 3 TpakTUIHUME PEKOMEHIAIT MY II0/I0 HABYIAHHS
et ppeitMBOPK HAJIAE TeJaroraM MOXKJINBICTh PEKOMEH IyBATH iHINBITIya/IbHI HABYAJIbHI
TPAEKTOPIil, BPAXOBYIOYN CHJIBHI CTOPOHU KOYKHOT'O yUHS, IO YCyBa€ KPUTUIHUN TPOOIT B
cucremi ocBiT Mapokko.

Kntouosi cnosa: sudobymox danux; yeniwmicmsd cmyoenmis; npoeHoCmusHe Mooeaio-
BAHHA.
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