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Modern distributed information systems increasingly require sophisticated automation appro-
aches for task planning, resource allocation, and execution management. While Al agents based on large
language models (LLMs) demonstrate significant potential for solving complex distributed computing
tasks, fully autonomous solutions present substantial risks without proper human oversight and control
mechanisms. This paper proposes a comprehensive hybrid multi-agent architecture that effectively
combines automated planning and execution capabilities with strategically integrated human-in-the-loop
(HITL) components for distributed intelligent systems. The proposed framework employs a hierarchical
structure consisting of orchestrator and executor agents working in coordination with human specialists
at critical decision points. The orchestrator agent manages high-level task decomposition and resource
allocation across heterogeneous computing clusters, while executor agents handle local optimization and
code generation for specific computational nodes. The hybrid nature of this architecture results from
applying centralized orchestration at the task level while maintaining decentralized execution at the
subtask and individual cluster level. Key innovations include the formal definition of agent interaction
protocols, comprehensive toolsets for both orchestrator and executor agents, and multi-layered verify-
cation mechanisms that combine automated static code analysis with mandatory human expert review.
The HITL components are strategically positioned at critical junctions including task decomposition
confirmation, resource allocation approval, and code verification before execution on real distributed
infrastructure. This approach addresses the fundamental challenge of balancing automation efficiency
with operational safety and control. The framework's practical applicability is demonstrated through
clearly defined agent responsibilities, tool specifications, and interaction mechanisms that enable safe
deployment in real-world distributed computing environments. This research contributes both practically
and scientifically to the field by providing a structured approach to deploying Al-driven distributed
computing solutions while maintaining necessary human oversight, formally characterizing hybrid hu-
man-Al collaboration in multi-agent systems and establishing robust verification protocols that ensure
operational safety without sacrificing computational efficiency.

Keywords — automatic planning, distributed informational systems, agentic systems, multiagent
interactions, human-in-the-loop.

Problem Statement

The application of modern process automation methods based on Al agents to solve complex tasks
such as modeling, task and resource distribution, and overall planning in distributed information systems
allows for these tasks to be executed much more efficiently. Considering the nature and capabilities of these
agents, a correct combination of several agentic models can not only make planning decisions but also
directly carry out the execution of those plans.
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However, without a proper interaction architecture, effective agent orchestration, and, most impor-
tantly, oversight from human specialists, there are significant risks associated with using fully autonomous
solutions. Therefore, it is highly relevant to develop hybrid approaches that combine the benefits of
automated planning, orchestration, and execution with the ability for human control and intervention.

Analysis of Recent Studies and Publications

Historically, the first approaches used for automatic planning for distributed systems were classical
machine learning models (Al-Fraihat et al., 2024), particularly reinforcement learning for adaptive automatic
planning (Mao et al., 2019). More recently, LLM agents have been used for planning in cloud, Spark, and
other distributed environments (Kankaniyage Don et al., 2024).

In a broad sense, an Al agent is a software system whose execution logic is determined by the
generative output of an underlying LLM (Sypherd & Belle, 2024). Within the context of planning in
distributed intelligent systems, agents can manage task distribution across clusters, control the execution
order of these tasks (Mediakov & Khorkanin, 2025), and even generate or optimize the code that contains
the task’s execution logic on a specific node or cluster. When using multiple agents, their interactions can
be organized either centrally (orchestrated by one designated agent) or decentral approach, where agents
have equal roles.

This work represents a logical extension of the hybrid architecture proposed in (Mediakov &
Khorkanin, 2025) for automatic planning in distributed systems using multi-agent language model
interaction. This hybrid approach employs a centralized orchestrator at the task level while maintaining a
decentralized approach at the subtask and individual cluster level.

In both theoretical and practical contexts, the application of agent systems for resource and task
planning in distributed intelligent systems (DIS), as well as other decision-making problems that impact real
computing resources or the external world, are evaluated based on risks (Kankaniyage Don, Ravi, & Toxtli,
2024), and other metrics like efficiency, quality, and generalization (Li et al., 2025). Some of these risks are
directly linked to issues within the underlying language models that govern the agent’s behavior.

One of the most significant and recent methods for minimizing the generalization problem and
mitigating certain risks is the integration of a human-in-the-loop (HITL) into the agent’s decision-making
process (Zhang et al., 2025). As this component is a key part of the architecture proposed in this paper, it is
essential to review recent research on the use of HITL in multi-agent systems.

Numerous studies have experimentally demonstrated that incorporating a HITL improves the
generalization capabilities of agents (Li et al., 2025), allows for adding clarifications and explanations to the
decision-making process (Takerngsaksiri et al., 2024), and enables the application of specialist expertise
during the execution of a planning task (Zou et al., 2025).

Formulation of the Article’s Objective

The primary objective of this work is to formulate and propose a framework architecture for a multi-
agent planner designed for intelligent distributed systems, including the description and formalization of
necessary agent types, their toolsets, communication methods, and the tasks they must solve. Additionally,
the work aims to define the integration points for human-in-the-loop components that enable monitoring,
control, approval, or modification of automatically made decisions or generated content, such as distribution
plans or task execution code. This comprehensive framework addresses the critical gap between fully
autonomous distributed computing systems and the practical need for human oversight in real-world
deployments, providing a structured approach to balance automation efficiency with operational safety and
control.
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Main Results

In the context of this work, we propose a comprehensive hybrid approach that combines a multi-agent
system for automatic planning and computations on distributed information systems (DIS) with a human-in-
the-loop (HITL) component for monitoring and controlling the process. The hybrid nature of this architecture
results from applying an orchestrator agent for overall planning, while execution and local optimization of
tasks occur in a decentralized manner at the level of individual computing clusters under the management of
intelligent executor agents. The HITL component allows users or specialists to accept or modify decisions
in various parts of the multi-agent system or its interaction with the real execution environment, thereby
ensuring the necessary level of control over critical operations.

The proposed multi-agent system for task planning and execution on distributed information systems
has a clearly defined scope of application and limitations that are critically important for ensuring the safety
and efficiency of its operation. The system is designed exclusively for solving intelligent data processing
tasks that do not involve critically important real-time operations or control of physical processes. Such tasks
include data analysis for identifying patterns, trends, and anomalies; machine learning and training of
artificial intelligence models; natural language processing, including text classification, sentiment analysis,
and summarization; computer vision for image classification, object detection, and segmentation; extract,
transform, and load (ETL) processes; statistical analysis and forecasting.

As defined in the main objectives of this research, it is necessary to examine and describe the core
functions of each agent level (orchestrator and executor), their interactions, and the role and functions of
HITL application. A generalization of the proposed solution architecture is presented in Fig. 1.

The primary function of the orchestrator is to decompose and distribute subtasks for data processing
among available clusters of the distributed intelligent information system, considering their heterogeneous
structure and characteristics. To implement this function, the agent uses the reasoning capabilities of the base
LLM, a specialized set of tools, available information about tasks and DIS, as well as HITL component. Fig.
1 shows a high-level schema of the orchestrator’s role and the general architecture of the automatic planner.
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Fig. 1. Visual representation of the orchestrator’s role
in the proposed multi-agent planner architecture with HITL component
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The classical request processing flow includes subtask planning (if applicable), checking available
resources (clusters), allocation of subtasks to corresponding executor agents, launching subtask execution
on the cluster, and forming the final result. Each executor agent must return confirmation of accepting the
subtask allocation to the cluster it controls. If an executor agent does not confirm execution, the orchestrator
must perform reallocation.

HITL components at the orchestrator agent level include the following: manual human confirmation
of task decomposition into subtasks with the ability to edit the list, confirmation of subtask distribution to
clusters, and manual allocation and/or reallocation.

To ensure effective execution, we define a minimally required set of external data and memory sources
(accessible via corresponding tools) for the agent, including:

List and status of DIS clusters and their corresponding executor agents.
User documentation with extended task description.
Set of request constants (data references, result storage location references, etc.).

o Agent’s long-term memory (previously successfully executed requests).

It is also important to clearly identify the basic and necessary set of tools required for implementing
the agent’s access to information and task allocation:

e Documentation query tool.

e Current DIS state query tool.

e Long-term memory query tool.

e Tool for sending task allocation requests to agents-executors.

e Subtask reallocation tool.

e Information retrieval tools from databases and long-term memory.

e Tool for sending execution requests for allocated tasks to executor agents.

e Process completion notification tool.

e Error notification tool for informing responsible persons/users (HITL).

The main task of the executor agent is to prepare a software codebase for executing intelligent tasks
in a distributed environment (cluster of nodes for which the specific agent is responsible). This involves
creating Python programs using libraries that support distributed computing. After preparing (generating and
post-processing) program files, the agent initiates their execution on the cluster through a specialized trigger
tool.

Considering the previously defined methods of task allocation to agents-executors, the agent must
analyze the request from the orchestrator and decide regarding acceptance or rejection of the task. If
allocation occurs through manual user request (via HITL), it should be automatically accepted.

Furthermore, the direct language model that serves as the main component of the agent does not
necessarily have to be the same for allocation confirmation and code writing, or for executing different
subtasks. Adding the HITL component allows for dynamic selection of different base models depending on
the task. Visual representation of the described agent-executor can be found in Fig. 2.

Code generation that will subsequently be executed on the user’s real distributed infrastructure is a
high-risk process without adequate verification levels. In this work, we propose combining two levels of
verification — specialist review (HITL) and static code verification in post-processing.

Post-processing includes classical methods of static Python code verification. Specifically, tools such
as Pylint allow checking generated code for syntax errors. If errors are found in the code that cannot be
automatically corrected, the code is sent back for refinement and correction by the agent.

A mandatory part of generated code verification is confirmation from the HITL component. Users will
have the ability not only to check the code but also to request corrections to specific parts or add corrections
manually. Such integration of human control provides an additional level of security and quality for
generated solutions.
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Fig. 2. High-level overview of the agent-executor structure

Summarizing and formalizing the set of tools necessary for implementing these agent tasks,
specifically to prepare code for solving subtasks received from the orchestrator:

e Current cluster state query tool.

e Long-term memory query tool.

e Additional documentation database query tool.

e Tool for saving generated code to a specific file.

e Tools for correcting and modifying previously written code.

e Code execution launch tool (with confirmation request from HITL component).

This work makes both practical and scientific contributions to the field of distributed intelligent
systems and autonomous task execution. From a practical standpoint, the proposed hybrid multi-agent
architecture addresses critical challenges in real-world distributed computing environments where full
automation may be insufficient or unsafe. By integrating human-in-the-loop components at strategic decision
points, the system provides a practical framework for deploying Al-driven task planning and execution while
maintaining necessary human oversight for critical operations. The system’s ability to dynamically allocate
computational resources across heterogeneous clusters while generating and validating executable code
represents a substantial advancement in practical distributed computing solutions, particularly for
organizations seeking to leverage Al for data processing tasks without sacrificing operational control.

From a scientific perspective, this research contributes to the theoretical understanding of hybrid
human-Al collaboration in multi-agent systems by formally defining the interaction protocols between
orchestrator and executor agents, establishing clear boundaries for automated versus human-controlled
decision-making, and proposing novel verification mechanisms that combine automated static analysis with
human expert review.

Conclusions

This paper presents a comprehensive hybrid multi-agent architecture that effectively combines
automated task planning and execution capabilities with essential human oversight for distributed
informational systems. The proposed solution addresses the critical need for safe and reliable Al-driven
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distributed computing by integrating orchestrator and executor agents with strategically placed human-in-
the-loop components at key points including task decomposition, resource allocation, and code verification.
Through the combination of automated static code analysis and mandatory human review processes, the
system reduces risks for both operational efficiency and safety when executing generated code on real
distributed infrastructure. The clearly defined scope of application, focusing on intelligent data processing
tasks while explicitly excluding real-time critical operations, establishes appropriate boundaries for safe
deployment. The formal characterization of agent interactions, tool specifications, and verification mech-
anisms provides a robust foundation for implementing reliable distributed Al systems that maintain
necessary human control over critical operations while leveraging the scalability and efficiency of automated
multi-agent coordination.
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MHHOEJHAHHSA OPKECTPYBAHHSA AI'EHTIB 3 KEPYBAHHAM OIIEPATOPOM
JJISI ABTOMATHYHOTI'O IIVTAHYBAHHSI B PO3IOAIVIEHUX CUCTEMAX
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CyuacHi po3noaineni indopmaniiini cucreMn noTpedyOTh CKIAJHUX MIIXOAIB 10 aBTOMAaTH3alil
AJI9 IJIAHYBaHHS 3aB/IaHb, PO3MOALTY pecypciB Ta ynpap/aiHHs BUKOHAHHSAM. He3Ba:kaoum Ha 3HAYHUHT
noreHuian Bukopuctands LI arentiB Ha ocHOBi Beukux MoBHMX Mojaeseil (LLM) niasi po3B'sizanHns
CKJIAJAHMX 3aBJaHb PO3MOAIJIEHNX 004YMC/IeHb, IOBHICTIO ABTOHOMHI pillleHHS NPeACTABJSIOTH CYTTEBI
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pHM3UKH 0e3 HAJIeKHOIO JIIOACHKOr0 HAIVIAAY Ta MeXaHi3MiB KOHTpoJ10. Y Wil po0oTi mponoHyeThes
KOMILICKCHA Ti0puaHa MYJbTHATEHTHA aPXIiTEKTypa, sfika e(eKTHBHO NMOEIHYE MOKJIHMBOCTI aBTOMa-
TH30BAHOTO IUIAHYBAHHSI TA BHKOHAHHSA 3i cTpaTeriyHo iHTerpOBaHUMH KOMIOHeHTaMHu 'JIIOIMHA B
KkoHTYpi kepyBanHsa'' (HITL) nns po3nogisieHux iHTe1eKTyaJbHHUX cHCTEeM. 3alIPONIOHOBAHA apXIiTEKTypa
Ma€ iepapxiyHy CTPYKTYPY, L0 CKJAJAAETHCS 3 areHTa-opKecTpaTropa Ta areHTiB-BUKOHABUIB, sIKi
NPaOI0Th Y KOOPAMHAIII 3 JTIOABMU-cHeNiaicTAMH Y KPUTHYHUX TOYKAX NPUIHHATTSA pilleHb. ATeHT-
OpKeCTpaTop Kepy€e BHCOKOPiBHEBOIO JeKOMIO3ULIEI0 3aBAaHb TA PO3NOALIOM pecypciB uepe3 rerepo-
TeHHI 00YHCIIOBANTBHI KJIACTEPH, TOAI K AreHTH-BUKOHABII 00pO0/IAIOTH JOKAJIbHY ONTHMIi3alilo Ta
reHepamilo Koay sl KOHKpPeTHHX 004YMc/IIOBaJbLHMX By3aiB. I'iOpuana mpupona uiei apxitexktypu
BHHHMKA€ BHACJIIIOK 3aCTOCYBAHHSI LIeHTPadi30BaHOI opkecTpauii Ha piBHI 3aBAaHb npH 30epe:KeHHI
JACHEeHTPAJTI30BAHOr0 BHKOHAHHSI HAa PiBHI mix3aBnanb Ta okpemux kiaacrepiB. Kiwouosi iHHoBamii
BKJIIYAKOTh (popMabHe BH3HAYEHHSI MPOTOKOJIB B3a€MoAili areHtiB, Ha0OpH iHCTPYMEHTIB fK AJs
areHTiB-OpKecTPaToOpiB, TaK i AJIs1 areHTiB-BUKOHABIIB, Ta 0araTopiBHeBi MexaHi3Mu Bepugikanii, ki
NMOEAHYIOTh ABTOMATH30BAHMI CTATHYHHUIN aHATI3 KOAYy 3 000B'I3KOBHM €KCIICPTHHM peleH3YyBaHHAM
mionuHu. HITL-koMnoOHeHTH cTpaTeriuyHo po3MileHi y KpUTHYHHX BY3J1aX, BKIIOYAI0YH MiITBePAKEeHHS
JAeKOMIIO3U LIl 3aBJaHb, CXBAJCHHS PO3INOIiTy pecypciB Ta Bepudikanilo Koay nepeJ BHKOHAHHAM Ha
peanbHiii po3noaiseniii ingppacrpykrypi. Ileii minxin no3oasie miniMisyBaTn nmpoliemy 6ajaHcy Mixk
e(peKTHBHICTIO aBTOMaTH3alii Ta omepaniiiHo Oe3nmexoro i kKoHTposeM. IlpakTHYHA 32CTOCOBHICTH
CTPYKTYPH J€MOHCTPYEThCSl Yepe3 YiTKO BH3HA4YeHi BinmoBimanabHoOCTi areHTiB, cmeuudikauii incTpy-
MEHTIB Ta MeXaHi3MH B3aeMofii, fiKi 3a0e3me4y0Th Oe3NeYHe PO3rOPTAHHS B pPeajbHHUX cepeJoBHIIAx
posnoaijieHnx o6unciaens. Ile nocainkeHHs podUTh IK NPAKTHYHUIA, TAK i HAYKOBHI BHECOK Yy raiy3b,
HAJal0Y4 CTPYKTYPOBAHUI MiAXiA 10 po3ropTaHHs pillleHb po3noaiieHnX o04yucjiens Ha ocHOBi LI npn
30epe:KeHHI HeO0OXiTHOro JIOACHKOr0 Harjasay, (GopMajJibHO XapaKTepH3yl4W TiOpuAHY cHiBIpaio
JgroauHu Ta cuctemu LI Ta BcraHoB/II0I09N HAAlIHI MpoToKOIM Bepudikaii, siki 3a0e3nedyloTh onepa-
uiliny 6e3neky 0e3 :kepTBYBAaHHA 004MCJIIOBAJBLHOIO e)eKTUBHICTIO.

Kiro4oBi cjioBa — aBTOMaTHYHe IVIAHYBAHHS, po31oaineHi ingopmaniiiHi cucremMu, arHeTHi cucre-
MH, MyJIbTHAT€HTHA B3a€MOIisl, JIIDANHA B KOHTYPi KEpPyBaHHSI.
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