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Y cTaTTi MpeacTaBieHO eKCIepUMeHTAJbHEe T0CTiIKeHHs] e()eKTUBHOCTI MeTO/liB MAUIMHHOTO
HABYAHHA /151 KiIacupikauii ejiekTpokapaiocurHaiB 3a pUTMiYHUMH Ta MOP(}OJIOTIYHUMH 03HAKAMM 3
BHKOPHCTAHHAM iH(popManiiiHoi TeXHOJI0Tii Ha 0CHOBI MATEMATHYHOI'0 ANIAPATY IMKJIIYHAX BUNATKOBUX
npouecip. Po3risinyTo mpo0ieMy aBTOMAaTH30BAHOIO BHUSIBJICHHsSI IlepelcepIHHUX apUTMiil, 30kpema
¢iopuasiii Ta TpinoTiHHA mepeacepab, sIKi XapaKTePU3YIOThCSI KOMIUIEKCHUMH 3MiHaMHu sIK 'y Mopdo-
aorii 3youiB EKC, Tak i B yacoBuX iHTepBaJjiax cepueBHX HMKJIIB.

Jas knacudikanii naToJIOTiYHUX CTaHIB JOCHIIKEHO YOTHPHU AJTOPUTMHU BUSIBJIEHHSI aHOMAJIIii:
OneClassSVM 3 paaianbHo-6a3ucHoo ¢yHnkuicro, IsolationForest, Local Outlier Factor (LOF) Ta
EllipticEnvelope. IIpoananizoBaHo BILINB MeTOAIB nmomnepeanboi 00podku nanux (StandardScaler npis
cranaaprusanii Ta PCA 1uis1 3HM:KeHHs po3MipHOcTi) Ha TouHicTh kJacupikanii. ExcniepumenTanbHi
pe3yJIbTaTH MOKA3aJIH, 0 3aCTOCYBAHHS MOINeEpPeAHbOI 00p00OKH KPUTHYHO BajKjIMBe JJd Kiacudikamii
MOP(}OJIOriYHNX MOPYIIeHb, MiABUINYIYH TOUHicTE 3 50-83 % m0 100 % mus Giopunsmii mepencepan.
Aaroput™m LOF mpoaeMoHcTpyBaB Haiioinbm cTadiibHi pesyabtat (83-100 %) nast pisHEX THHIB
narosoriii. [Ipu kaacudikanii puTmivHux nopyuens meroau IsolationForest, LOF Ta EllipticEnvelope
NMOKAa3aJM OJHAKOBO BHUCOKY edekTuBHicTh (89 %0), mpu nbomy nomepeaHsi o0po0ka He mpu3Besa 10
CYTTEBOI'0 MOKPALIEHHS Pe3yJIbTATiB.

Kii04oBi cjioBa — Moe/TI0BaHHS eJIeKTPOKAPAioCHTHAIB, iH(popManilina TexXHOIOTisl, HMKIiYHI
AUCKPeTHUH BHUMAAKOBUI mpouec, aMILITYIHO-4aCcOBI XapaKTepUCTHKH, 4YacoBa (YHKUis pUTMY,
aMILIiTyIHa BapiadeabHicTb, KIacugikaniss curHagiB, mTyyHui inresekr (Al), cucremMa MAIIUHHOIO
HaByanHs (MLS).

ITocTanoBKa npodiaemMu

ABTtomarn3oBaHui aHali3 enekrpokapaiocurnanis (EKC) 3anumaeTbest KpUTUYHO BaKIIMBUM 3aBIaH-
HSM CyJacHOT MEIUYHOI IIaTHOCTHKH, 0COOJMBO B KOHTEKCTI BUSABICHHS MEPEIACEPIHAX apUTMIH, SKi 9acTO
MaroTh CyOKJIiHIYHUH TIepedir Ta MOXKyTh PU3BOAUTH 0 CEPHO3HUX ycKIaaHeHb. He3Baxkaloun Ha 3HA4HI
JOCATHEHHS B 00J1acTi MAaIIMHHOTO HaBYaHHA 1 aHanizy EKC, icHye psiag HeBupineHnx npobiem, siki oome-
KYIOTh €()E€KTUBHICTH ICHYIOUNX ITiTXOIB.


mailto:lmosiy@gmail.com
mailto:sverstyuk@tdmu.edu.ua
https://orcid.org/0000-0001-8644-0776

114 JI. Mociii, A. Ceepcmiok

bararo cydacamx meroniB knmacudikanii EKC 3ocepemkeni abo Ha aHamizi MOP(OIOTIYHMX XapaKTe-
PUCTHK OKPEMHX KOMITIEKCIB, 200 Ha OIiHITI pUTMIYHHX ITapaMeTpiB, He 3a0e3edyr0Ir KOMIUICKCHOTO ITi X0y
JI0 OJJHOYACHOT'O BpaxyBaHHsS 000X THIIB O3HaK. lle mpu3BOANTE 0 HETIOBHOI XapaKTEePUCTUKU HATOIOTIYHUX
CTaHiB, OCKUTGKH TaKi apuTMIii sIK (hiOPHIIAIIS Ta TPIOTIHHS TIepecepab MPOSBISIOTHCS 3MiHAMHE SIK Y MOp(ho-
norii 3yorie EKC, Tak i B 4acOBHX iHTepBaaX MiJK CEPLEBUMH IUKJIAMH.

TakuM YMHOM, aKTyalbHOIO HAyKOBOIO MPOOJIEMOI0 € PO3POOIICHHS Ta BaJiJallisi KOMIUIEKCHOTO TiIXOMLY
1o knacudikanii EKC, skuit Ou inTerpyBaB aHamiz sk MOp(ONOTIYHMX, TaK 1 PUTMIYHMX O3HaK Ha OCHOBI
MaTeMaTHYHOTO arapary UUKIIYHUX BUnaakoBux npoueciB (LIBII), 3 ontuMansauM BUOOpPOM METOMIB MOTIe-
peaHboi 00pOOKH TaHUX Ta AITOPUTMIB MAllIMHHOTO HABYAHHS IS PI3HUX THIIIB MIEPEACEPAHUX apUTMIl.

AHaJi3 OCTaHHIX J0C/iIXKeHb Ta MyOaikanii

Mammunaae HapuanHs (Machine learning — ML) peBoIOIioOHI3yBaI0 aHATI3 eICKTPOKAPAIOCUTHATIIB
(EKC), 3a0e3meunBIITy aBTOMAaTH30BaHy 1HTEPIIPETAIIIIO 3 ITiIBUIICHOIO MBHUIKICTIO, TOYHICTIO Ta MACIITa-
6oBanicTio. Mozgeni ML MoXyTh BUBIATH 3aKOHOMIPHOCTI O€3M0CEPETHBO 3 HEOOPOOIEeHNX a00 MoTepeTHEO
o6pobnennx EKC, mo no3Boisie iM BHSABISITH Taki 0COOIMBOCTI, SIKi 4aCTO MPOIYCKAIOTHCS MPH PyYHOMY
anaizi. s 3MiHa 3MEHIITY€ 3aJIeKHICTh BiJl JOCBIYEHUX KITIHIIUCTIB 1 PO3LUIUPIOE JOCTYIHICT, 1110 0CO0-
JIMBO BAXIIMBO B yMOBaX 00MexXeHO1 Kapaionoriunoi ekcrieprusu (Wasimuddin, 2021).

[epeBaru metoaiB ML y mopiBHSHHI 3 pyYHHUMH T1IX0AaMH OCOOIUBO OYEBUAHI 3 TOUKH 30pYy LIBHI-
KOCTi Ta TMOCIIJJOBHOCTI. AJNTOPUTMH MOXYTh IIBUAKO OIpamboByBaTH Benuki oOcsaru manux EKC, 1mo
TTOJIETTITY€ MOHITOPUHT Maiike B PEKUMi PeaTbHOTO Yacy Ta PaHHIO JIIarHOCTHKY. binbire Toro, moxeni ML
JNEMOHCTPYIOTh BiJITBOPIOBAHICTh, MiHIMI3YIHOUH MIXCIIOCTEPIralbKy BapiaTUBHICTh, KA € THIIOBOKO IS
monchbKoi iHTepnperarii. CydacHi TeHACHIII BiZOOpakaroTh MPOTPECHBHHMA IEpPEXid BiA TpaguIliitHIX
METOIIB OIIPAITFOBAHHS CUTHAJIIB JI0 TIepeIOBUX MeToAonoriit ML Ta rmmbuaHoro HapdaHHs (Deep Learning
— DL). KimacuaHi MeToIu 30CepelKYIOThCSI Ha SIBHIH PO3po0IIi 03HAK Ta KiacudikaTopax Ha OCHOBI ITpaBuI,
Toxi sK migxoau DL mponoHyIOTh KOMILIEKCHI PIlIEHHs, 3aTHI JI0 aBTOMAaTHYHOTO BHIJIYYCHHS O3HAK Ta
I€papXivyHOrO HABYAHHS IIPEJICTABICHHS Ha OCHOBI CKaaHuX HaOopiB ganux (Kumar, 2023). I1i nocaraenHs
30ararnim aHaniTHuHi MoxknuBocTi EKC, po3mmpuBIM NOTEHIIal MPOTHO3HOI iarHOCTUKH, TTepCOHAaIIi-
30BaHOI MEIMIIMHY Ta IHTETpaIlii 3 HOCUMUMH MeauaHuMU npuctposimu (Gupta, 2023).

Y 1poMy OmIsAl pO3MISANAIOTBCS METOMM MAIIMHHOTO HABYaHHS, IO 3aCTOCOBYIOTBHCS JUIS KJIAc-
uikamii EKC, Ta HamaeThcs BceOIUHMN aHAMI3 TPaAULIHHUX MIAXOMIB, apXIiTEKTyp MTUOWHHOTO HaBYaHHS
Ta TiOpUAHUX cTpareriii. MeTomoNoTis OISy OXOILTIOE pelleH30BaHi myodikalii 3a mepiox 2018-2025 po-
KiB, 30CEpEKYIOUNCh Ha METOaX, IO MMPOUWIIIN KIIIHIYHY BaJliJaIlifo Ta MAalOTh OMYOJIIKOBaHI MOKa3HUKH
e(heKTUBHOCTI Ha CTaHIAPTU30BaHUX Habopax Janux. CTPYKTypa OISy HOYMHAETHCS 3 TPATUITIHHIX METO-
IIiB MaITMHHOTO HaBYaHHS, MPOAOBXKYETHCS MiAXOAaMU TIIMOMHHOTO HaBUAHHS Ta TEXHIKaMH aHcamOIro, a
3aBEPIIYETHCS OLIHKOI €)EKTUBHOCTI Ta MaliOyTHIMU HAIIPSIMKaMH PO3BUTKY.

Tpaauuilini MeToaN MAIIMHHOIO HABYAHHS, L0 32CTOCOBYIOThCS 10 Kiaacudikaunii EKC
MamuHu ONOPHUX BEKTOPIB Ta iXHi BapiaHTH

Mamman oropHHX BekTopiB (Support Vector Machines — SVM) mmpoko 3acTOCOBYIOTECS B KiiacH]ikartii
EKC 3aBnsxm ixHiit MilTHIH TEOPETHUHIM OCHOBI Ta ©()EeKTHBHOCTI B OIPAITFOBAHHI BHCOKOPO3MIPHUX IaHUX.
Bapianty, Taki sk SVM 3 onTuMi3ali€lo CTOXacTUYHOTO rpajieHTHOro cirycky (SVM-SGD) Ta knmacudikaris
onopHux BekTopiB (SVM-SVC), po3mmproloTh KIacH4Hy CTPYKTYpy SVM, NOKpallyrodnd OOUHCIIOBAIBHY
e()eKTUBHICTb Ta MiABUILYIOYH IPOAYKTHBHICTE Kiacuikaii 3a Jormomororo Bukopuctanus siapa (Yildirim, 2024).

OcHoBHI (yHKUI{, BKIIOYAO4YW JiHIMHI, pamianeHi OasucHi ¢ynkuii (RBF) Ta moniHoMianbHi sipa,
no3Boisitore SVM mpoektyBaru HemmiHilHI qaHi EKC y Buimi po3mipHi MpocTopH O3HAaK, Jie KJIacu CTaloTh
po3nimbHUMH. LISt 3MaTHICTh € 0COOIMBO BAYKIIMBOIO AJIsI CKIIaHOI Ta HEJHIAHOT MPUPOIN XBIIIHOBUX (HOpM
EKC. V¥ xinbkox mocrmimkeHHAX Oyio 3acTocoBaHO BapiaHTH Mmopenedt SVM i edeKTUBHOTO BUSBICHHS
apuTMii Ta HIMNX CEePIIeBO-CYIMHHNX 3aXBOPIOBAHb, BUKOPHUCTOBYIOUH IX CTIHKICT JTO TIEpCHABYAHHS Ta 3/1aT-
HICTh OajaHCyBaTW TOYHICTH 1 BiaTBOproBaHicTh (Rath, 2022). SInpo RBF mpomemoncTpyBano dymoBy edek-
TUBHICTh y (pikcyBanHi HemiHiHMX marepHiB EKC, mocsraroun tounocti 10 96 % y 3aBmaHHAX BUSBICHHS
apuTMIl.
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SVM, inTerpoBana 3 BHOOPOM O3HAK Ta ONTUMIi30BaHUMH HapaMeTpaMH sipa, IPOIEMOHCTPYBaJIa BUCOKY
YyTIMBICTh Y PO3PI3HEHHI MepeayacHuX Ta (iOpWIsAUiiHMX yAapiB, IO BUSBUIOCS OCOOIMBO KOPHUCHUM Y
BUSIBIICHH] QiOpUITAIIi iepeacep b Ta JiarHocTuii imemii. ['i0puaHi Mozei, mo BKio4aoTs SVM, e Oubiie
MiIBULIYIOTH €PEKTHBHICTb, BUKOPHCTOBYIOUH TI€peBaru K METOMIB sapa, TaK i aHcaMOIeBOrO HaBYaHHS IS
pobotn 3 He3z0anmaHcoBanuMmu HaOopamu nanux (Yue, 2021). OmnHak O0OYMCIIOBANbHA CKJIAQIHICTh, IO
MaciTadyetbest 3 O(n?) i HaBYaHHsI, CTBOPIOE MPOOIEMH ISl JONATKIB, 10 TPAIIOIOTh Y PEKHMI peabHOTO
Yacy, 110 BUMarae BUKOPUCTaHH: HaOIMKEeHNX METOIIB s/pa ado iepapxiuHux apxitekryp (Agrawal, 2022).

JdepeBa pimiens Ta ancamOJieBi MeTOaH

Jlepesa pillieHb € iHTYITUBHUM Ta IHTEPIPETOBAHUM IIXOJ0M J0 MAIIMHHOTO HABYaHHS, 1[0 MOJIC-
JIFO€ PIIICHHS] Ha OCHOBI KpHTepiiB po3aieHHs misd kinacudikamii EKC Ha okpewmi cepreBi ctanu. OmHak
OKpeMi JiepeBa 9acTo CTPAKIAIOThH BiJl HAIMIPHOTO IPUCTOCYBAaHHS Ta 0OMeKeHOo1 TeHepaizaiii. AHcamO-
JIeBI METONH, TaKi SK BUIAIKOBI JIICH Ta JepeBa pimeHb 3 TpamxieHTHUM miacmieHHsM (Gradient Boosted
Decision Trees — GBDT), Bupintyrots 1i mpo06aeMu IUITXOM TToOYI0BH IEKITEKOX IEPEB Ta arperaii IXHix
MPOTHO31B 3a JOTTOMOTOIO TOJIOCYBAHHS OLIBIIICTIO TOJI0CIB 200 3BaYKEHOTO YCEPETHEHHS.

AnHcaM01eBi MOJIeNi Ha OCHOBI JiepeB HaOynmy TOMYJSIpHOCTI B 3aBAaHHAX kiacudikamii EKC 3aBmsiku
CBOil BHCOKIH TOYHOCTI Ta Ha{IfHOCTi, 0COOJIMBO MPH OTPAIIOBaHHI NTyMHUX 1 He30aaHcoBaHUX JaHuX. Ada-
Boost, TexHika aHcaMOIIEBOTO TTi/ICHIICHHS, 3IallTUBHO (POKYCYETHCSI Ha MPHKJIIAIax, SKi BAKKO KIacu(ikyBary,
MOKPAITyIOUH PO3ITi3HABaHHS MEHIIIOCTI KJTaciB y Kiacudikamii apuTMiii i3 miaBUIEHHSIM dyTIHBOCTI Ha 13 %
Ut pinkicHuX aputMiit. [ligxomu GariHry, sSiki CTBOPIOIOTH PI3HOMaHITHI HA00pH Kiach(iKaTopiB 3a JOTIOMOTOIO
BHTIQJIKOBOTO BizIGOpY, T GiMblle TIiIBHUIILYIOTh HAiHHICTS i 3MenmIyroTh qucnepciro (Smigiel, 2024).

[NopiBHsTBEHMI aHATI3 TOKA3YE, IO AITOPUTMHU I'PAJi€HTHOTO MiACUICHHS IePEeBEPIIYIOTh TPAAULIHHI
JiepeBa pillieHb 3aBlIIKH CBOEMY MEXaHi3MYy ITOCIIiJOBHOTO HAaBUAHHS, IKUH ITEpaTUBHO BUIIPABIISE TOMUIIKH.
i Mmomeni 1eMOHCTPYIOTh BiIMiHHI TOKa3HUKHU €PEKTHBHOCTI, TaKi K BUCOKI 3HAUEHHS IO Tl KPHUBOIO
ROC (AUC) 0,92-0,97 Ta F1-6anu, mo nepesutrytots 0,95, 0co0NMMBO B MMOETHAHHI 3 iHXKEHEPI€I0 03HAK Ta
3MEHIIICHHSM po3MipHOCTi. [linxix Ha OCHOBI aHCAMOJIIO JepeB IMiIXOIUTh JJIi BUKOPUCTAHHS B YMOBaXx
00MEXEHUX pecypciB, 3a0e3Meuyroud OajiaHC MiXK IPOTHO3HOK 3JaTHICTIO Ta OOYMCITIOBAJILHUMU BUTP-
aramu (Hassaballah, 2023).

Moneni K-naiiémkaux cycigis Ta Naive Bayes mogesi

Knacudikaropu K-naiiommkuux cyciniB (K-NN) 1 HaiBHHX OaiieciB 3a0e3Me4y0Th 00UMCIIOBAIBEHO
edextuBHi Metonu knacugikanii EKC, cnmpaiodrcs BiIOBITHO HA METPUKH BIACTaHI Ta IPUIYIIEHHS IIPO
MoOBipHICHY He3anexHIicTh. [IpocTtmii Mmexanizm K-NN nepenbauae inenTrdikamio HaOIMKINX MI9eHUX
EK3eMIUIIPIB Y MPOCTOPI O3HAK Il Kinacu(ikaiii HeBiIOMHX 3pa3KiB, 110 pOOUTh HOro MPUBAOIMBUM JJIs
JIOCITI/DKEHb Ha paHHIX cTamisx abo pociimkens 3aiicaenHocti (Ullah, 2024).

Mopneni Naive Bayes npumyckaioTs He3aJIeKHICTh O3HAK 1 OOYHCITIOIOTH aroCTePiopHi IMOBIPHOCTI
Jutst Kiacuikaiii, o poOHTh iX 00YHCITIOBAIBHO €()EeKTUBHUMH i OCOOIUBO KOPUCHUMH IS ITYMHHX 200
HeroBHUX ganux EKC. OOnmBa MeTOmu BHKOPHCTOBYIOTHCS JIUIS BHSIBICHHS CTQaii CHY Ta iHIMUX ¢i3io-
JIOTIYHUX CTaHIB Ha OCHOBI BUTATHYTHX O3HAK BapiaOEIIEHOCTI CEpIICBOTO PUTMY 3 omHoKaHaiahHOro EKC
(Coronado-Reyes, 2025). Ocranni Tectn Ha Habopi manux MIT-BIH moka3yrors, mo K-NN mocsrae tod-
HoCTi 86,7 % mpotu 81,3 % ms Naive Bayes y knacudikarii apuTmii i Kiacis.

OOMeXEeHHST BHHUKAIOTh y BUCOKOpo3MipHUX Habopax manmx EKC, me oGumciroBambHi BuTpatn K-NN
30UTBITYIOTHCS, @ METPHUKH BiJICTaHI CTalOTh MEHII TUCKPUMIiHAIHHUME. AHAJIOTIYHO, TIPUITYIIICHHS 1PO He3a-
nexHicts Naive Bayes yacto He cripaBmKyeThest s kopenboBanux o3Hak EKC, 1o npu3Bomuts 10 HeonTu-
MaltbHOI e(heKTUBHOCTI Kinacuikarii. PerenpHuii BUOip 03HaK 1 3MEHIIIEHHST PO3MIPHOCTI MarOTh BUpIIIaIbHE
3HAYEHHS IS TIOAOJIAHHS IUX TIPo0iieM, ajle B IJIOMY IIi MOJIEN, SIK TPaBUIIO, TPAIIOIOTH TipIie, HiXK OUIBIT
JIOCKOHAJII alrOPUTMH, 3 PO3PUBOM Y ToUHOCTI 8—15 % mopiBHsHO 3 minxonamu DL (Abdul Razak, 2023).
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Hiaxomu DL B anadizi EKC
CxiianHi HelipoHHi Mepe:xi 1us kiaacupikanii EKC

Cknanni HeriponHi mepexi (Convolutional Neural Networks — CNN) tpancdopmysanu ananiz EKC,
3a0e3redyour aBTOMAaTHYHE BHIIYYEHHS O3HAK Yepe3 lepapXidHi CKIagHI IapH, yCyBalodd HEOOXITHICTH
PY4HOrO iHXUHIpUHTY o3HaK. Apxitektypu CNN Oyau aganToBaHi SIK A OQHOMIPHUX HEONpalbOBaHUX
BximHnx manux EKC, Tak 1 U1 ABOBUMIPHHUX NPEICTABIEHb, TAKUX SK CHEKTporpamu abo 300pakeHHH,
TpancpopmoBani Ha ocHoBi FFT (Kumar M., 2022).

Hocnimxenns, B skux BukopucroByerbes FFT mns nepersopenns EKC nepen knacugikamiero CNN,
JEMOHCTPYIOTh TMOJIMIICHHS TOYHOCTI BHSBJICHHS apUTMii, mpuuoMy Mmozeni Ha ocHoBi CNN mepeep-
MIYIOTh TpamuiliiHi kiacudikatopu Ha 3—7 %. lle mosicaroeTses 3matHicTIO CNN edexTtuBHO (DikcyBaTh
JIOKaJTi30BaHi cUrHajiu Ta Mopgosoriudi Hroancu ¢popm xBuwiib EKC. Tunosi onHoMipHi apxiTektypu CNN
BUKOPHUCTOBYIOTh 4—8 KOHBONIOWIHHMX IIApiB 3 po3Mipamu siipa 3—7 3paskiB, gocsratoun 98,5 % touHoCTI
npu knacudikanii aputmii MIT-BIH (Ullah, 2024).

PexypenTHi HeiiponHi mepexi LSTM, bi-LSTM Ta GRU

PexypentHi HeiiponHi mepexi (Recurrent Neural Networks — RNN), ocobnmuBo Mepexi 3 IOBroro
KopoTkodacHOr0 Ttam’saTTio (LSTM) Ta ix neonampasneri Bapiantu (bi-LSTM), mpu3HadeHi 111 MOACTIOBAHHS
YaCOBHX 3AJISKHOCTEH Y MOCHTIJOBHUX JaHUX, TakuX sK yacosi psan EKC. 3a paxyHok 30epexeHHs BHYTPIIIHIX
CTaHIB Iam’sITi 11l Mepexi e(heKTUBHO (PIKCYIOTh TMHAMIUHY ITOBEIIHKY CEPIIEBUX PUTMIB y Yaci.

Bi-LSTM mnoxkpamryroTh KOHTEKCTyaIbHE PO3YMIHHS [IUIIXOM OIPALIOBAHHS CUTHAMIB SIK y MPSIMOMY,
TaK i B 3BOPOTHOMY YaCOBOMY HAIpsIMKY, II0 € 0COOIMBO KOPHCHUM JJIsi OKPECICHHS KOMITOHEHTIB XBU-
mH0BO1 popmu, Takux sk P-xBmii, xomrmiekcn QRS Ta T-xBumi. lleit MeTon mpomneMOHCTPYBaB BHUCOKY
qyTuBicTh (94,6 %) i cienngivHicTs (96,2 %) B aBTOMaTH30BaHKX 3aBJaHHIX CETMEHTAIlIl Ta Kiacudikarrii
EKC, migBumryroun HaaidHICTh BUSBICHHS apUTMii B TIOPIBHSAHHI 3 OJHOHAPABICHUMH MOJCIAMHU (dyT-
muBicTh 89,3 %) (Yildirim, 2024).

Gated Recurrent Units (GRU), cnpomenuii Bapiant LSTM, Takox 3a0e3Medyi0Th KOHKYpPEHTO-
CIIPOMOXKHY MTPOAYKTUBHICTb 13 3MEHIIIEHOK 00YHCITFOBAIEHOIO CKIIAAHICTIO TpruOmu3Ho Ha 30 %. L1i monemi
yCHinmHo ¢iKCyIOTh TOHKI YacoBi 3MiHH, HEOOXiMHI 1A MiarHOCTHKHA aHoMaiii iHtepBany QT Ta iHmmx
cepueBux AUCHYHKLIH, gocsATaodn TOYHOCTI 96,4 % 1 103BONAI0YM PO3TOPTaHHS Ha MOOUTBHUX MPUCTPOSIX
3aBISIKA CBOTH oOuncroBanbHIN eexTruBHOCTI (Nurmaini, 2021).

l'iopuani Ta Biockonaseni monesti DL

OcraHHI JOCIIKEHHS IPOMOHYIOTH Ti0puHi apxitektypu DL, o moemayroTs mapu CNN ta RNN,
00 CKOpHCTaTHCS MepeBaraMu BUIYYCHHS MpocTopoBux o3Hak CNN Ta MOEmOBaHHS 4acOBUX MOCIHI-
nmosHOCcTedl RNN. Taki iHTerpaTuBHI paMKH O3BOJISIOTh HABYATHCS SK Ha OCHOBI JOKAJIBHHUX MOPQOIIOo-
TIYHUX O03HAK, TaK i HA OCHOBI JIOBIOCTPOKOBHX 3ajiexxkHOCTel y fanux EKC, 1o npu3BoauTh 10 MOJINIIEHHS
Hagi#HOCTI KiTacudikarii 3 TOIHICTIO, Mo gocsrae 99,4 % Ha O0ararokiiacoBUX Habopax JaHUX PO apUTMII0
(Janbhasha, 2023).

Jlns migBuIeHHs! CTIMKOCTI Moz Oyiio 3arpoBajkeHo 00’ € JHaHHA JeKiTbkoxX Mepex DL 3 mopis-
HSHHAMHU IapaMy, 10 JT03BOJISE 3MEHIIUTH MPOOIEeMH, TTOB’ sI3aHi 3 TPUBAIUM YacOM HaBYaHHS Ta 3aJICK-
HICTIO BiZl py4HOoro BuOOpy o3Hak. OniHka 6araTokiaacoBux HaOOPiB AaHUX MPO apUTMIl0 MOKa3ye, MIO Li
riOpUAHI TiAXOAY IePEBEPIIYIOTh TPAAMIIIHHI MeTOIH 32 Iy TuBicTIO (99,1 %), cnemmiunicTio (99,5 %) Ta
00UHCITIOBAIEHOIO €()EKTHBHICTIO MIPH HaJIe)KHOMY onTuMi3yBaHHi (Janbhasha, 2023).

VY pob6oti Duong, L.T. (2023) mocmimkeHi aasTepHaTHBHI ITEPENIOBI apXiTEKTYpH, Taki sK Tpadidri
HeriponHi Mepesxi (GNN), o BUkopucToBytoTh rpadiuni crpykrypu npeacrasieHHss EKC. GNN BusABISIOTH
cebe y BmIIydeHHI pensmniinoi iHdopMmarii 3 manmx EKC 3 mexinpkoMa BigBEACHHSAMH 1 ITOKa3ald
OaraToo0ilsroui pe3ynpraTh, nepeBeprBIIM 0a30Bi Mozaeni Ha 12 % y 3aBHaHHAX Jokamizauii iHpapKTy
MioKapa, TOTCHIIIMHO HaAaroun OUTBII iIHTEPIPETOBaHI Ta KIIIHIYHO 3HATYII IPOTHO3H.
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Iinxoau 1o aHcamM0JieBOro Ta ri0pUAHOr0 MAIIMHHOIO HABYAHHS
Ancamouesi metonu kiaacugpikanii EKC

AncamOrneBe HaBYaHHS MOETHYE JEKiTbKa OKPEMUX KIIACHU]IiKaTopiB ISl JOCSTHEHHS BUILOI 3arajibHOl
epekTrBHOCTI. Taki METOIH, SIK yCepeTHEHHS, Oar'iHT Ta CTEKIHT, BAKOPHUCTOBYIOTh PI3HOMAaHITHICTh Ta B32€MO-
JIOTIOBHIOBAJIbHI IEpEBard CKJIAJ0BUX MOJICNICH, MiIBUIYIOUH HAiHHICTh, OCOONIMBO Y BHIAJIKY HE30aNaHCO-
BaHux HabopiB nanux EKC, ne pinkicHi kiacu apuTMii BAMAararoTh peTeNbHol iieHTrdikarii.

CxeMu ToJIoCyBaHHS OUTBITICTIO aIPeryIOTh MPOTHO3Y IS 3MEHITICHHS TUCIIePCii Ta yIepemKeHOC T,
3abe3neuyroun O1TbIT cTabUTRHI OCTaTouYHI pimeHHs. Hampukiazn, Oyimo mokaszano, mo moeaHanas AdaBoost
3 JIOTICTUYHOIO PETPECI€I0 Ta MAITMHAMHU OTIOPHHUX BEKTOPIB A€ aHcaMOIeBi KiTacu(ikaToOpH 3 ITiIBHIEHOIO
touHicTio (98,7 %) Ta Fl-omiakamu (0,962), mo mepeBepiryioTh OKpeMi Moneni Ha MyOnmivHnX Habopax
nmauux EKC (Yildirim, 2024). 11i aHcamO0J1i € IIHHKUMH B KITIHIYHHX KOHTEKCTax, JIe TTOMHJIKOBI HETaTHUBHI
pe3ylIbTaTH MOXYTh MaTH CEpHO3HI HACHiAKH, IPU [IbOMY YacTOTa MOMMJIKOBHUX HETaTHBHUX PE3yJbTaTiB
3MeHIyeThes Ha 18 % mopiBHSIHO 3 okpeMuMu knacudikatopamu (Rath, 2022).

IMoeqnanHs ekciepTHUX 3HaHL Ta ML

[HTerpamis excriepTHUX KIiHIYHUX 3HaHb 3 ML migBuIye TOYHiCTh Kiacugikamii Ta iHTepHpeTo-
BaHICTh. BHOip eKcIiepTHUX 03HAK Ha OCHOBI MPABUJI, 3aCHOBaHMI Ha ()i310JIOTTYHOMY PO3YMiHHI, JOMOBHIOE
BUsIBJICHHsI 03HaK ML Ha OCHOBI JaHuX, 3a0e3meuyoun OalaHC MK KIIIHIYHOI PEJICBAHTHICTIO Ta MPOTHO-
CTUYHOIO 3aTHICTIO.

[Mpuknamy MOpiBHSHHS MOJIeNeH, HABYCHUX HA OCHOBI 03HAK, OOpaHUX EKCIIepTaMu, Ta O3HAaK, 00pa-
HUAX MAaIuHO0, JIEMOHCTPYIOTh HojinmmeHds Ha 15—22 % mpu inTerparii 000X MmiIxomiB, 0COOIHMBO IS
BUSIBJICHHSI PIIKICHUX 3aXBOPIOBaHb. Taki riOpuaHiI MOJENi BUKOPUCTOBYIOTh TIEpEBaru JIFOICHKOT eKcIep-
TH3HU B JaHii raimy3i, 10 JormoMarae 3MeHIIUTH BILTHB IIyMHUX a00 HEpeJIeBaHTHUX O3HAK, TO/I SIK aJlTOPUT-
Mu ML ¢ikcyrots ckianni, HeoueBUaHI 3akoHoMipHOCTI (Koubaa, 2024). CuHepris MiX JIOACHKHUM Ta
MAaIlIMHHUM IHTEJIEKTOM CIIPUSIE KIIHIYHOMY 3aCTOCYBaHHIO, HATAI0YX MOJIEII, SIKi TICHO BiJITIOBiJAalOTh BCTa-
HOBJICHUM JiarHOCTHYHUM KPHUTEPiM, OMHOYACHO BUKOPHCTOBYIOUH JTOCSITHEHHS B Taily3i 00UHCIIOBAILHOT
texHiku (Reethunandh, 2023).

Iiopuani monesi: interpamis ML i DL

lopuani ¢pelMBOpKH, 10 iHTErpyloTh KiacuyHuid ML 3 mimxomamu rHMOMHHOTO HaBYaHHS,
MOEAHYIOTh TiepeBaru 000x. Tpaauuiitanii ML Moxke OyTr BUKOpUCTaHUH JUIs HaIiifHOTO BUOOPY O3HAK abo
3MEHIIIEHHSI PO3MIPHOCTI, 1100 MMogaBaTH KOMIAKTHI MpeAcTaBiIeHHd B kiacudikaropu DL, ontumisyroun
BUKOPHCTAHHS PeCcypciB i 30epiraroun TouHicTs Butie 97 %.

Taki apXiTeKTypH BUSBILTIOTHCS €¢PEKTUBHUMHE B CHCTEMAaX MOHITOPHHTY B peaJIbHOMY 4aci Ta HOCUMUX
TIPUCTPOSIX, SIKI BIMararoTh e(DeKTUBHIX OOYMCIICHL Oe3 BTpaTH TOYHOCTI. Peamizariii 7eMOHCTPYIOTh, IO Ti0-
PHUIHI MOMENTI MPONOHYIOTh BUTIAHWN KOMIIPOMIC MK ITOKa3HWKAMH IPOAYKTHBHOCTI Ta OOUMCIIOBAIEHOIO
CKJIJIHICTIO, IIPU LOMY 4ac iHdepeHwii ckopouyeTbest Ha 40—60 % mnopiBHsAHO 3 uncTumu miaxoxamu DL, 30e-
piraroun Tpy 1EOMy MOpiBHAHHY TouHicTh (Smigiel, 2024). AnaparHa peatialis Ta BaIiamiiHi JOCTiHKeHHS
M IKPECIFOIOTH JIOIUTFHICTh TAKKX PIllIeHB, M0 JJO3BOJSIIOTH 3IMCHIOBATH Oe3MepepBHUI MOHITOPUHT CEpPIEBOT
JISTBHOCTI 3 eHeprocnokuBaHHsaM Hiokue 10 MBT (Wasimuddin, 2020).

3araabHi MOKa3HUKH OMiHKH B Kiaacudikanii EKC ML

Ominka edexTuBHOCTI Mojeinel kiacudikamii EKC 3a3Buyaii BKiroYa€e Taki MOKa3HUKH, SIK TOYHICTb,
MpeUU3iiiHICTh, BIATBOPIOBAHICTh (YyTIUBICTD), cienudiuHicTh, F1-nokasHuk Ta moma mia kpusoo ROC
(AUC). i moxa3HUKHK HaIaI0Th OaraTorpaHHNi OIS Ha MOBEAIHKY KiIach(ikaTopa, BpaXxoByIOUH PiBEHb
CIPaBXHIX TO3UTUBHUX PE3yAbTATIiB Ta BapTICTh MOMWIKOBUX BusABIeHb (Yildirim, 2024). Marpuns
IUTyTaHUHA € 0COONMHMBO 1H(OPMATUBHOIO B 0ararokiacoBiil kiacudikarii, BUCBITIIIOIOUN CHJIBHI Ta CIaOKi
CTOPOHU MOJIEITi B PI3HUX KJIacax i MOJIETIIYI0YH pO3yMiHHS TeH ISHIIi i TOMUIIKOBOI Kitacudikalrii, 0cCOOIMBO
B He30alaHCOBaHMUX HabOpax JaHWX, Jie caMma 1o coli TOUHiCTh Moke BBonuTH B omany (Philip, 2023).
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BpaxyBaHHs He30anaHCOBaHHMX JaHWX € HAJ3BHYAHHO BAXKIHMBHM IPH BHOOPI METPUK, IO CIPHSIE
BUKOPHUCTAHHIO 30aJlaHCOBAaHUX IMMOKA3HUKIB, TaKWX K F1, IUIsi YHUKHEHHS 3aBHUIICHUX OIIHOK €(peKTHB-
HocrTi. [Ipu KITIiHIYHOMY 3aCTOCYBaHHI Yy TJIUBICTh YACTO MA€E MPIOPHUTET HAJ CHEIU(IYHICTIO IS CTaHIB, IO
3arpoXKyIOTh KHUTTIO, IPUYOMY IUIHOBI MOPOTOBI 3HAUEHHS 3a3BHYail BCTAHOBIIOKOTHCSA BHINE 95 % st
TaKUX CTaHiB, K ¢iopuisais nuryHoukiB (Hassaballah, 2023).

OO6uncoBabHI 00MEKEHHSI CTAHOBIIATH 3HAUHY Mpobiemy 1 MoHiTopuHTy EKC y peanmsHOMYy daci
B HOCHUMHUX TPUCTPOsX Ta mpucTposx loT. IIpocrimm kiaacudikaTopu, Taki sSK 1epeBa pillieHb Ta BUTIAIKOBI
JTicH, 3a0e3MeUyI0Th IMBUANTHN Yac BUBEIACHHSI BUCHOBKIB (2—5 MC), TOMi SK TTHOWHHI HEWPOHHI MEpexi
BHMAararoTh OUTbIIIE OOYMCITIOBATBPHUX PECYpPCiB, ajle 3a0e3IMeuyIoTh BHUINY TOYHICTH i3 94aCOM BUBEIACHHS
BHCHOBKIB 15—35 mc (Smigiel, 2024).

Amnaparsi peanizanii apxitextyp CNN migTBepAUIIHN CBOIO MPAKTUYHY 3iHICHEHHICTh Y IOPTaTUBHUX
MIPUCTPOSTX, KOJU CKJIATHICTh MEpPEXi BIAMOBITHAM YHHOM 3MEHIIYETHCS 32 JOTIOMOTOI0 KBAaHTYBaHHS Ta
00pi3kn. Kommpomicn Mixk CKITaIHICTIO Ta TOYHICTIO € BXKIIMBUMHU ISl ONTHMIi3allii IIBUAKOCTI pearyBaHHS
CHUCTEMH Ta CHEPTOCIIOKUBAHHS, TIPH ITbOMY KBAaHTOBaHI1 MOJIEN TOCATAIOTh 97 % BiJ TOYATKOBOT TOYHOCTI,
3MEeHIIyIo9H po3Mmip Mozaeni Ha 75 % (Wasimuddin, 2021). [ligxoan, 1m0 BUKOPUCTOBYIOTH JBOHAIPABIICHI
Mepexki LSTM, Takok 3a0e3medyroTh OajaHC MK IPOAYKTUBHICTIO Ta OOYHCIIOBAIBHUM CIIiZOM, IIIO
pobuTs ix mpuBabimmBumMu 1t ananizy EKC Ha mpuctpoi 3 yacom BucHOBKIB MeHIe 20 mc (Nurmaini, 2021).

OOrpyHTYBaHHS aKTyaJdbHOCTI JOCTi/ZKeHHS

HesBakaroun Ha BUCOKY TOYHICTh TTHOMHHUX HEHPOHHHUX Mepex (96—99 % 3rimHo 3 niTeparyporo),
ICHYIOTh TIeBHI OOMEXEHHsS iX 3aCTOCYBaHHS B KIIHIYHIN NpakTwii, morpeda y BENWKHX HaBYATbHUX
BHOIpKax, BHCOKa OOYHMCIIOBaJIbHA CKIIQIHICTh, HU3bKA IHTEPIPETOBAHICTH PIillleHb, HEMPUHHATHA I
MEIMYHUX 3aCTOCYBaHb. TOMY aKTyalbHICTh JJaHOi POOOTH TOJATaE B TOMY, IO JOCIHIIKYEThCS BIUIUB
roniepeHboro onpamfoBanHs (StandardScaler + PCA) Ha epekTHBHICTH aNTOPUTMIB BHSBICHHS aHOMAJIH
s knacudikanii EKC; 3anpornoHoBaHuii MiAXia JO3BOJISE MPAIOBaTH 3 OOMEKEHUMH HaBYAJTLHUMU
BUOIpKaMu (JIMilie HOPMAJIBHI JaHi a00 OJMH THUII MATOJIOTI), 110 BiJNOBIIA€ PeasTisiM KIIIHIYHOT IPAKTUKH;
iHTerpoBaHo 3 MareMarnyHuM amaparoMm LIBII mis omHodacHOTro aHamizy MOPQOJOTIYHUX Ta PUTMIYHUX
03HaK, 4OT0 He 3a0e3MeuyI0Th iCHYIOUi METOIH.

DopMyJIIOBAHHSA LTI cTaTTi

st 3a6e3neuennst Becebiunoro nociimkenns EKC, mo oxormoe aHami3 K CTPYKTypHUX XapaKTePUCTHK
(hopmu, Tak 1 YaCOBUX MAPaMETPIB CEPLIEBOTO PUTMY, Oys0 cTBOopeHo iHdopMariiiny Texnooriro (IT) (Sverstiuk,
2025). B ocHoBi IT nexuts MareMaTHIHUNA anapar nukiivHuX BumajgkoBux mpouecis (LIBIT) (Lytvynenko,
2017). Lisro maHoi poOOTH € eKCIIepUMEHTAIbHE JOCIIKEHHS BIUIMBY METOJIIB IOMEPEAHBOTO OMPAIIOBAHHS
JaHUX Ha eQEeKTHBHICTh aJropuTMiB BHUSBIEHHS aHoMatiii nmpu knacudikanii EKC 3a mopdonoriunumu ta
PUTMIYHMMHU O3HAaKaMH, OTPMMaHMMHU Ha OCHOBI MaremarnuHoro amapary LIBII, Ta mepeBipka poboTu 010Ky
knacugikanii purmidaux o3Hak (BKPO) Ta 6noky xnacudikauii mopgonoriunnx o3nak (BKMO) 3 Bukopuc-
TaHHSM METO/IIB MAIlIMHHOTO HaBYaHHS (HEWPOHHI Mepexi, SVM).

OOrpyHTYBaHHA BHOOPY MeTOIiB KJacudikamii

VY konTekcti po3pobnenoi IT Ha ocHOBI maremarnunoro amapary LIBII, ans 61okiB kmacudikamii
BKPO ta BKMO 0yno obpano anropuTMu BHsBJICHHS aHoMainiii (anomaly detection) 3amMicTb KIacCHYHUX
miaxoniB OaraTtokiaacoBoi Knacudikamii a00 MUOMHHUX HEMPOHHUX Mepexk. Take pilleHHs oOIpyHTOBaHO
HACTYITHUMHU MipKyBaHHIMH:

1) vy 3amaui kiminivHOI Kinacudikamii EKC gacTo BuHMKae cuTyallisi, KOJM HaBYaJIbHI JaHi JOCTYIHI
JIIIE A7 HOPMAJIBHOTO CTaHy a00 OTHOTO KOHKPETHOTO THITY IMATOJIOTIi, TOA1 SIK Pi3HOMAHITHICT MMaToJIO-
TYHMX CTaHIB € HAJI3BUYaliHO MHPOKOI0. AJITOPUTMH BHUSBJICHHS aHOMAJIIN MPUPOJHO BUPILIYIOTh TAKy 3a-
Jady “ofuH Kyac npotu pemrt’ (one-class classification), HaB4arOYNCh MOJICITIOBATH XapaKTEPUCTUKH HOP-
MaJIBHOTO CTaHy 0e3 HEeOOXiTHOCTI MaTy BHUYEPITHY BHOIPKY BCiX MOMKJIMBHX aTOJOTIH;



Memoou mawiunno2o HaguanHs 013 Kiacupikayii enekmpoxkapoiocueHas. .. 119

2) rubunHi HelipoHHi Mepexi (CNN, LSTM, bi-LSTM), 3rinHo 3 aHami30M JiTeparypu, AeMOHCT-
PYIOTh BUCOKY TOUHICTH (96—99 %) y 3amadax knacudikanii EKC, mpoTe BoHM BUMararoTh BEIHKHX 0OCSTIB
30aTaHCOBAaHMX HABYAIBHHX JAHUX (THCSYl IPUKIIAIIB JJIs1 KOXKHOTO KIIACY ), MAIOTh BUCOKY OOUMCITIOBAIIbHY
CKJIQJIHICTh Ta EHEPrOCIIOKUBAHHSI,

3) o6pani merogu (OneClassSVM, IsolationForest, LOF, EllipticEnvelope) 3a0e3nedytoTs BHCOKY
IHTePIPETOBAHICTH PillieHb, 0 KPUTUIHO BAXKIUBO JJISI MEIUYHUX 3aCTOCYBaHb, MOXKIIUBICTh HABYAHHS HA
oOMexxeHnX BUOiIpKax; IBUKUH Yac BUBEIEHHS BUCHOBKIB (2—5 Mc), 1110 I03BOJISIE pealli3yBaTi MOHITOPUHT
B PEXKHMIi PEabHOTO 4acy; MPUPOAHY IHTErpalito 3 MaremMaruuHuM anaparoM I[BII, ne anani3 po3kuis
aMILTITYIHUX 3HaY€Hb Ta TPUBAJIOCTEH CETMEHTIB O€3M0CepeHBO BiAIOBIIA€E JIOTII BUSIBICHHS aHOMAITIH.

JlaHe moCIiKeHHS € MepIiM eTanoM Bepudikaiii 3ampornoHoBaHoi [T, 1e mepeBipseThest TpUHITH-
MOBa MOKJIUBICTH Kiacu(ikamii 3a puTMIYHUMH Ta MOpQOIOTiYHUMH o3HakaMu. Ha HacTymHoMy etami
TUTAHYETHCS TIPOBENIEHHS PO3IIMPEHOTO MOPIBHSUIBHOTO €KCIIEPUMEHTY 3 BKIIOYeHHsM apxXitektyp CNN,
LSTM Ta ribpumHux Mojaenei Ha THX caMUX JaHWUX U1 00’ €KTUBHOI OIIHKH IepeBar KOXKHOTO MiIX0ny B
KOHTeKcTi po3pobieHoi IT.

Buknag ocHOBHOro marepiajy

3 MeTol0 OLIHKH MpPaKTHYHOI pe3yibTaruBHOCTI 3ampornoHoBaHoi IT (puc. 1) BHKOHAHO ekcrie-
pUMEHTaBbHI BUPOOYBAaHHS 3 BAKOPUCTAHHSIM €JIEKTPOKapaiorpadiqHuX 3allUCiB XBOPUX, Y IKUX BUSBICHO
apUTMIYHI CTaHHU.

T
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Puc. 1. Cmpykmypua cxema IT ananizy EKC (Sverstiuk, 2025).
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Js mocimikeHHs BiiOpaHo JIBa TUIH TIEPECEPIHUX apUTMIl 3 4iTKO BUPAKEHUMH 3MiHAMH 010€JIeKT-
pruHOi akTHBHOCTI Miokapza: 1) ¢iopumsmis nepencepap (PII) — mposBIAETHECS HEOPTaHI30BAaHOO OiOENEKT-
PUYHOO aKTUBHICTIO TIEpeICePIHOTO MioKap/a, SHUKHEHHSM 3yOI1iB P Ha enekTpokapaiorpami Ta BapiabellbHO
TPUBATICTIO MDKIILTYHOYKOBHX KOMIDIEKCIB; 2) TpinoTiHHA niepencepap (TIT) — xapakrepu3yeTbess pUTMIYHORO
BHCOKOYACTOTHOIO aKTHBAIIIEIO TIEPEICEPIb 3 TOSIBOIO CIICITU(ITHNX F-XBHITH MIIKOTIONiOHOT KOH(pITYpaItii.

Po3po6nena IT ckinamaeTses 3 HACTYIHUX (DYHKITIOHATBHIX OJIOKIB:

BITO — 6mox momepenHbOro OIpamoBaHHs (3MIHCHIOE (iIbTpaIlilo Ta HOPMAaTi3allilo BXiTHOTO
CUTHAIY);

BC — 6nok cermenrartii (Buainse okpemi nukiaun EKC);

BODP — 6ok popmyBanHs QyHKIIT puTMY (BH3HAYa€E YacOBi MapaMETPH CEPLIEBOIO PUTMY );
BOIIC — 610k hopmyBaHHs nuKIigHOTO curHaiy (neperBoproe EKC y nukiigay CTpyKTYpY);
BCO — 6510k cTaTUCTHYHOTO ONPAIFOBaHHS (OOYHCIIIOE CTATUCTUYHI XapaKTEPUCTHKH);

BOTCC — 6ok hopMyBaHHS TPUBAIOCTEH CETMEHTHOI CTPYKTYpH (BU3HAYAE TPUBAIOCTI CETMCHTIB
EKC);

BOPTCC — 6mox dhopMyBaHHS PO3KUIIB TPUBAIOCTEH CETMEHTHOI CTPYKTypH (aHami3ye Bapia-
OCITbHICTh YaCOBUX IHTECPBAIIB);

B®PA3 — 61510k hopMyBaHHS pO3KHIIB aMIDTITy THUX 3HaUCHb (BH3HAYA€E BapiaOEIBbHICTh aMILTITY);
BCOTCC — 670K CTaTUCTHYHOTO OMPAIIOBaHHS TPHUBAJIOCTEH CETMEHTHOI CTPYKTYpH (CTaTHC-
TUYHHN aHAaIli3 YaCOBHX ITapaMeTpiB);

BCOPA3 — 650K CTaTUCTHYHOTO OMPAILIOBAHHS PO3KUAIB aMILTITYTHUX 3HAYeHb (CTATUCTUIHHHA
aHaJTi3 aMIDTTYJHUX TapaMeTpiB);

BMTCC — 61mox MoAenmtoBaHHSI TPUBAIOCTEH CETMEHTHOI CTPYKTYpH (Te€HEepY€e MOJETIbHI 4acoBi
XapaKTEPUCTHUKH);

BMPA3 — 6110k MOJENIOBaHHS PO3KUAIB aMILTITYIHUX 3HaYeHb (FeHEpye MOEIbHI aMILTITyIHI
XapaKTEPUCTHUKH);

BKPO — 6710k kiacudikariii puTMivHUX 03HaK (K1ach(iKye MaToiorii 3a pUTMIYHIMH TTIOPYILEHHSIMHN );
BKMO - 670k knacugikanii MopgosorivHux o3Hak (Kinacugikye maTosorii 3a MOp¢oIoriyHuMA
3MiHaMH).

st HaBuaHHs Kiacu]ikaTopiB BUKOPUCTOBYBAIUCH JaHi, moxaHi Ha puc. 2—3. [lani ansg HaBYaHHS
OyJI 3reHepoBaHi Ha OCHOBI CTaTHCTHYHUX XapaKTEPUCTHK MAaTEeMaTHYHOIO CIIOAIBaHHS Ta Jucepcii 3
nmiarHozamu  GiOpwismii Ta TpIMOTIHHA TepencepAb (MOpymieHHS MOPQOJIOTIYHOTO XapakTepy  Ta
HOpyLIeHHs puTMYy). Baminamis 3Moenb0BaHUX JTaHUX MPOBOIMIACH HIISIXOM HOPIBHSHHS CHEKTPAaIbHUX
XapaKTEPUCTHUK 3 pealbHUMHU 3anucamu (koediieHT kopemsmii >0,85) Ta ekcriepTHOI OLIHKH KapAioiIorom
Ha IpeaMeT 30epeKeHHs IIarHOCTUYHHUX O3HAK.
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Puc. 2. Jlani ons nasuanns knacugixamopie
(namonozii wo nposeisilomscs y nopyuienni mopgonoeii):a) @I1; 6) TI1
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Puc. 3. lani ons nasuanns knacugixamopie

(namonozii wio nposeiaromoca y nopywenni pummi):a) @II; 6) TI1

TecroBi peanizalii po3KUIiB aMILTITYIHUX 3HAYCHb Ta TpUBAJIOCTEH cerMeHTHOI cTpykTypu EKC s
Bepudikarii knacudikaTopis npeacTasiieHi Ha puc. 4-5.
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Jnsa xnacudikamii maronoriii BUKOPUCTOBYBAIH, SIK TOTIEPEIHE OMPAIIOBAHHS BXiTHUX JaHUX, TaK 1
HaBYaJUCh Kiacudikaropu Oe3 3aCTOCYBaHHS MOMNEPEAHBOTO OMPAIIOBAHHS, 30KpeMa, TaKi CTPYKTYpHI
CXeMH 300pakeHi Ha puc. 6.
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Puc. 6. Cmpykmypna cxema onpayioans CUeHaLy:a) npu namono2ii, wo nposigscmucsi y NOPYuLeHHi Mopponozii;
6) npu namonoeii, Wo NPoABIAEMbCS Y NOPYULEHH] PUMMY

Cranpapru3zanis Habopy JaHUX € 3arajlbHOI0 BUMOTOIO JJIsI 0ararb0xX OLIHIOBAdiB MAIIMHHOTO HABYAHHS.
BoHn MOXyTb MOBOAMTHCS TOTAaHO, SIKIIO OKpPEeMi O3HAKM HE BUIISNAIOTH OUTBII-MEHII SK CTaHAApPTHI
HOPMaJIBHO PO3IIOJIJICHI AaHi (HarpHKIIa, rayciBehbki 3 0 cepeiHiM 3HaUSHHSIM Ta OJMHHYIHOIO JICIIEPCIEL0).

Hampukian, 6arato e1eMeHTIB, 0 BHKOPHUCTOBYIOTHCS B IUIbOBIH (DYyHKITI aarOpUTMy HaBUYAHHS
(taki sk sapo RBF meromiB omopHux BekTopiB abo perymsipusaropu L1 Ta L2 niHiiHUX Momenei),
NPUIYCKAIOTh, IO BC1 03HAKH 30cepekeH] HaBKoso () Ta MalOTh AUCTIEPCiI0 OJHOTO MOPSAKY. SKIIo 03HaKa
Ma€e AMCIIepciro, SKa Ha MOPAI0K Oinblia 3a iHI, BOHa MOXE JOMIHYBaTH B LIJIbOBIM (yHKIIT Ta 3p00UTH
OITIHIOBAY HE3TaTHUM IPaBUILHO HABYATHCS HA OCHOBI IHIIKUX O3HAK, K OYiKyBaOCs. ToMY 3 ITIEI0 METOIO
MU BHKopHcTOBYBajiH StandardScaler.

Mu Takox 3actocoByBaiu Principal component analysis (PCA) — mMeTon 3HW)XEHHS PO3MipHOCTI
JAHUX, SIKAF BUKOPHCTOBYETHCS JIJIsI CIIPOILEHHS aHali3y Ta Bidyanisalii, 30epiratoun npu HboMY HalOUIbII
BaxmBy iHpopMmariito. PCA meperBopioe BUXiNHI 3MiHHI B HOBUH Halip HE3aJIC)KHHX KOMITOHEHTIB
(TOJIOBHUX KOMITOHEHT), SIKi BiACOPTOBaHI 3a BaXKJIIUBICTIO (IUCIEPCi€l0), HE KOPETIOIOTH MK c000I0,
MOSICHIOIOTh MaKCUMaJIbHY BapiaTUBHICTh Y AaHHX.

Cepen BHOpaHUX JUTS JOCHTIHKEHHSI Kllacu(iKaTopiB CITiJ HAa3BaTH HACTYITHI:

OneClassSVM (RBF) — e anroputm BusiBieHHS aHoMauiid (outlier detection), sIKMii BUKOPHUCTOBYE
MeTo/ OmopHHUX BekTopiB (SVM) 3 panianpHO-0azucHoto ¢yHKuieto (RBF kernel). Monens HaBuaeTbes
TIBKHM Ha “HOpManbHHUX NaHWX (OOMH Kiac). BoHa Oymye Mexy (rimeprjomuHy) HaBKOJIO HOPMaJbHUX
TOYOK, a HOBI TOUKH, IO TIOTPAIUISIOTH 338 MEXKY, BBAYKAIOTHCSI aHOMATiSIMU.

Isolation Forest — e anroputM BUSBICHHS aHOMAJiH, KU 0a3yeThcs Ha i€l 130111 aHOMaTBHIX
TOYOK 3aMiCTh MOZAEIIOBaHHS HOPMAJILHUX JTaHUX. AHOMaJbHI TOYKH JIETIIE 130JI0BaTH (BiIOKPEMHUTH) Bif
HOPMaJIbHUX, 00 BOHM PiJKICHI Ta CUJIBHO BiJPi3HSIOTHCA.

AnroputM Oyaye BumaakoBi aepesa (random trees), siki po30UBarOTh 1aHi:

—  YAM KOPOTINWH NUIAX O i30JISIIIi1 TOYKH — THM O1IbITIe HMOBIPHICTD, IO 1€ aHOMAJTis;

— HOpMAaJbHI TOYKH 3a3BHUYal MOTPEOYIOTh OLIBIIOI KITBKOCTI PO3/IiJICHb.

LOF (Local Outlier Factor) — e anroputm Al BUSIBICHHS aHOMaJIiii, SIKUI IOPiBHIOE TYCTHHY JaHUX
y JIOKaJIbHOMY OTOYEHHI KOKHOI TOYKH. JIJISi KOXKHOI TOYKH OOYMCIIOEThCA rycThHa cycimiB (k-nearest
neighbors). AHOMaJIbHI TOYKH 3a3BHYail MAIOTh HIKUY JIOKAJIBHY T'yCTHHY, HiJK CYCI/IH.

el MmeTon Mae nepeBaru:

—  BUSBIISE JIOKaJbHI aHOMaJIi1, K1 1HIII aITOPUTMH MOXYTh IIPOIYCTHTH;

— nmoOpe mparlfoe 3 HEMHIMHIMEI TaHUMH;

—  TPUPOJHO MiIXOAMTH JUIA 3371a4, Jie BXKJIMBA T'YCTHHA.
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EllipticEnvelope — ne anroputm A BUSBICHHS aHOMATiH, IKUH 0a3yeThCsl HA CTATHCTUYHOMY MiJ-
xoni. BiH mpumyckae, mo HOpMalbHI JaHi MaroTh OaraToBUMIpHUI HopMadbHUR posmomin (Gaussian

distribution) i Oyznye eninTHYHY MEXY, Ka OXOILUIIOE OUIBIIICTh HOPMaJIbHUX TOUOK.

OOumciioe cepeHe 3Ha4eHHS (mean) Ta KoBapialiiiHy MaTpHiiio (covariance matrix) s qanux. Gopmye
eNincoin y 6araroBUMipHOMY MIPOCTOPI, SIKHI OIMKCY€E “HOPMANTBHI” TOUKH. TOUKH, 110 MOTPAIUISIOTH 32 MEXi
eIIcoi/a, BBKAIOTHCS aHOMaTisIMU. [1poCTHiA 1 IIBUIIKKI 1T TAHKX, SIKI TPUOIU3HO MatOTh HOPMAJIBHUM pO3-
nozint. Jlo6pe mpatitoe a1 6araToBUMIpHUX JaHMX, SKIIO MPUIYIeHHS po Gaussian po3moain CpaBIKy€eThes.

Otpumani pesynsratu nofasi B Tadi. 1—4. 3okpema B Tabmn. 1 3actocyBanHs kiacudikatopis Oe3
HONEPEIHBOTO ONPALIOBAHHS BXiTHUX TaHUX.

Tabnuysa 1

@parMeHTH OTPMMAHHUX Pe3yJabTaTiB 3aCTOCYBaHHA KiIacudikaTopis (0e3 monepeaHbHOro
ONpaNIOBAHHA) JJISl MATOJIOT]], 110 MPOABJIAETHCA Y nNopywenHi mopgoorii (PII)

ITonepenns
Krnacudikaropu EKC 1 EKC 2 EKC 3 EKC 4 EKC 5 EKC 6 OLiHKa
(n=6)
OneClassSVM_RBF 1 -1 1 1 -1 -1 50 %
IsolationForest 1 -1 1 1 -1 -1 50 %
LOF _novelty 1 1 1 1 1 -1 83 %
EllipticEnvelope - - - - - - -

ne: «1» — xnacudikarop kopekTHO Bu3HauuB npuHanexHicTh EKC no HaBueHOTo Kitacy, «—1» — HEKOPEKTHO

BHU3HA4YUB, «—» — HC BU3HAYUB B3araii.

Tabnuys 2

@dparMeHTH OTPUMAHUX Pe3yJabTaTiB 3acTOCYBaHHSA KJacudikaTopiB (3 monepeanim
ONpPAaNIOBAHHSM) ISl MATOJIOTI], 110 MPOSIBJSIETHCA Y opyeHHi MopdoJtorii (PII)

Ilonepenus
Knacugikaropu EKC 1 EKC2 EKC 3 EKC 4 EKC 5 EKC 6 OLIiHKa
(n=6)
OneClassSVM_RBF 1 1 1 1 1 1 100 %
IsolationForest 1 1 1 1 1 1 100 %
LOF novelty 1 1 1 1 1 1 100 %
EllipticEnvelope 1 1 1 1 1 1 100 %

Sk 6aunmo 3 OTpUMAaHUX pe3ynLTaTiB 34CTOCYBaHHA MOIICPEAHLBOIO OIMpalfOBaHHA Oa€ Kpa]].[i pe3yiibTaTu

Kiacudikariii.

Tabnuys 3

@®parMeHTH OTPMMAHHUX Pe3yJbTaTiB 3aCTOCYBaHHA KiIacudikaTopis (0e3 monepeaHbLOro
ONpaNIOBAaHHS) 1JIsl MATOJIOT]I, 0 MPOABIAETHCA y nopyumeHHi mopgoorii (TII)

ITonepenns
Knacudixaropun EKC 1 EKC2 | EKC3 | EKC4 | EKC5 | EKC6 | EKC7 OLliHKa
(n=7)
OneClassSVM_RBF -1 1 1 1 -1 1 1 71 %
IsolationForest -1 1 1 1 1 -1 1 71 %
LOF _novelty 1 1 1 1 -1 1 1 86 %
EllipticEnvelope 1 1 1 1 1 1 1 100 %
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Tabnuys 4
dparMeHTH OTPUMAHUX Pe3yJIbTATIB 3aCTOCYBaHHA KIacudikaTopis (3 nonepegHim
ONPALIOBAHHSAM) LIS HATOJIOTI], 10 NPOSIBJSIETHCA Y MOpyLeHHi mopgoJorii (TII)

ITonepenns
Knacudikaropn EKC 1 EKC2 | EKC3 | EKC4 | EKC5 | EKC6 | EKC7 OLIiHKa
(n=7)
OneClassSVM_RBF 1 1 1 1 1 1 1 100 %
IsolationForest 1 1 1 1 1 1 1 100 %
LOF _novelty 1 1 1 1 1 1 1 100 %
EllipticEnvelope -1 -1 -1 -1 1 1 -1 28 %

SIk110 MOpIiBHIOBATH OTPHUMAaHI PE3yabTaTH, TO CIiA BIAMITHTH, IO cepea 0OpaHuX KiacudikaTopiB
Haiikpaiue crpasisieTsesi LOF novelty. Came BiH B 617b1I0CTI BUMAIKIB IPU Pi3HUX MATOJOTISAX AA€ Kpali
pe3yabTaTH 1 ouiHka podotn kiacudikaropa B mexax Big 83 no 100 %. Came Tomy HOro MoXHa 3acTo-
COBYBATH B aHAi31 PO3KUAIB aMILTITYAHUX 3HAYEHb JJIS KIIACU(iKaIlil maTonorii. Y nepcrnekTrBi HeoOXiqHO
Oy/ie MPOBECTH EKCIIEPUMEHTHU 3 aHaJi30M 1HIIMX BUIB MAaTOJOTiH, SKi MPOSBISIOTECS y MOPYLIEHHI MOp-
¢omorii.

Tenep po3missHEMO KiacH(]iKallilo TMATONOTIH, SKi MPOSIBISIOTBECSA Y MOpYyIIeHHI putMy. OTpruMani
pe3ynbraT mofani B Tabn. 5—8. 3okpeMa B TaOmumi 5 3acTocyBaHHA Kiacu(ikaTopiB 0e3 MomepenrHboro
OTIPAIIOBaHHSI BXIIHUX JaHUX JIJIsl BUNIAJIKY [IATOJIOT1T, IO MPOSBISIETHCS Y TIOPYIICHHI PUTMY.

Tabnuys 5
MdparMeHTH OTPUMAHUX Pe3yJIbTATIB 3aCTOCYBaHHA Kiaacudikatopis (0e3 monepeaHboro
OIPALIIOBAHHA) AJIsI IATOJIOT]I, L0 MPOSIBJISETHCS Y NopymieHHi purtmy (PII)

[onepenns
Knacudikaropu EKC 1 EKC 2 EKC 3 EKC 4 EKC 5 EKC 6 OIliHKa
(n=6)
OneClassSVM_RBF 1 1 -1 -1 1 1 71 %
IsolationForest 1 1 1 -1 1 1 86 %
LOF novelty 1 1 1 -1 1 1 86 %
EllipticEnvelope 1 1 1 -1 1 1 86 %
Tabnuys 6

@parMeHTH OTPMMAHUX Pe3yJbTaTiB 3aCTOCYBaHHA KiIacu(ikaTopiB (3 nonepeaHim
ONMpPAIIOBAHHAM) AJs NATOJIOTIl, 1[0 MPOABJAETHCA y nopymeHHi purmy (P®II)

[onepenns
Knacudikaropu EKC 1 EKC 2 EKC 3 EKC 4 EKC 5 EKC 6 OIliHKa
(n=6)
OneClassSVM_RBF 1 1 1 -1 1 1 86 %
IsolationForest 1 1 1 -1 1 1 86 %
LOF novelty 1 1 1 -1 1 1 86 %
EllipticEnvelope 1 1 1 -1 1 1 86 %

VY BHINaIKy BU3HAUCHHS NPUHAJIEKHOCTI IUKITY A0 Bignosiguoro kiacy (EKC 4) 3actocoBani Mmetoau
Kiacugikalii He BUPIIIWIN TOCTABICHY 3a/ady, Ie MOB’S3aHO IEpII 32 BCE 3 aHOMAIBHICTIO CHUTHATY
(HasiBHICTIO apTe]aKTiB).
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Tabnuys 7
@dparMeHTH OTPUMAHUX Pe3yJIbTATIB 3aCTOCYBaHHA KJacudikaTopiB (0e3 monepeaHboro
ONpPaNOBaHHS) IJIsl MATOJIOT]I, 0 MPOABAAETHCA y nopymenHi purmy (TII)

Ilonepenus
Knacudikxaropun EKC 1 EKC?2 EKC 3 EKC 4 EKC 5 EKC 6 OLliHKa
(n=6)
OneClassSVM_RBF 1 1 1 1 1 -1 89 %
IsolationForest 1 1 1 1 1 -1 89 %
LOF _novelty 1 1 1 1 1 -1 89 %
EllipticEnvelope 1 1 1 1 1 -1 89 %
Tabnuys 8

@®parMeHTH OTPMMAaHHUX Pe3yJbTaTiB 3aCTOCYBaHHA Kiaacu(pikaTopiB (3 nonepeaHim
ONPALIOBAHHAM) VIl IATOJIOTII, 110 NPOSABJIsiETbesA y nopyweHHi purmy (TII)

Ilonepenus
Knacudixaropu EKC 1 EKC 2 EKC 3 EKC 4 EKC 5 EKC 6 OIIiHKa
(n=6)
OneClassSVM_RBF -1 1 1 1 1 -1 78 %
IsolationForest 1 1 1 1 1 -1 89 %
LOF novelty 1 1 1 1 1 -1 89 %
EllipticEnvelope 1 1 1 1 1 -1 89 %

VY Bumnazaky knacudikarii Juis CUTHaJIIB 3 MATOJIOTI€l0, 0 NPOSABISIETHCS y MOPYIIEHH] PUTMY, Kpa-
My cede nokaszanu [solationForest, LOF novelty, EllipticEnvelope 3 onHakoBo0 e(peKTHBHICTIO Ha PiBHI
89 %. Y Bumnaaky omnpairoBanass EKC 6 Takoxk BCi 3aCTOCOBaHI METOAM HE CHPABWIKCH 13 3aBIaHHAM. Y
MOMAIBIKMX JOCIIKSHHIX HEOOX1THO 3aCTOCYBAaTH JaHWH MIAXiT O aHATI3y CHTHANTIB, SIKI MICTAThH 1HIITI
THUIU TATOJOTIH, IO MPOSIBISIOTHCS Y TOPYIICHHI PUTMY, 3 METOI0 BH3HAYEHHS, KU 13 0OpaHUX KIIacH-
¢ikaTopiB Oy/e KOPEKTHO CIIPABISATUCH 3 TIOCTABICHNM 3aBIAHHAM Yy MOPIBHSIHHI 3 IHIIMMHU.

BucHoBku

Y po6oTi NpoBeAeHO eKCIIepUMEHTaIbHE JOCIIIKEHHS e()EKTUBHOCTI METOIB MAIIMHHOTO HABYAHHSI
st knacudikarii EKC 3a purmidyanMy Ta MopdooriqyHIMH O3HAKaMH B paMkax po3pobmenoi I'T Ha ocHOBI
maremaruyHoro anapary LIBII. BcraHOBI€HO KpUTHYHY BaXKJIMBICTh MOIEPEAHBOTO OMPALIOBAHHS JaHUX
s kracudikarii MmopdonorivHuX mopymieHsb. 3acTocyBaHHs KoMOiHarii StandardScaler Ta PCA minBu-
IIWIO TOYHICTh Kiacudikamii ¢iopwsmii nepeacepas 3 50—83 % mo 100 % ans BCix AOCTIIKEHUX KIIACH-
¢ikaropis. lle miaTBepHKyE TiMmoTe3y Mpo HEOOX1MHICTh HOpMaTi3allii Ta 3HMKEHHS PO3MIPHOCTI TaHUX MTPU
aHami3i ammutitynaux xapakrepuctuk EKC. Cnig 3a3HauuTy, 110 MPENCTaBICHI pe3ylbTaTH OTpUMaHi Ha
obmexeHiit TectoBiit BuOipIti (6—7 EKC mis Ko)KHOTO THITY TIATOJIOTI{), IO HE TO3BOJISIE POOUTH OCTATOIHI
BHCHOBKH IPO CTaTHCTUYHY JOCTOBIpHiCTh. HaBeneHi Bigcorku TouHOCTi (50—100 %) citig po3misaaru sk
TTOTIEPETHI OIIHKH, 110 JEMOHCTPYIOTh MIPHUHITUIIOBY MPare3aaTHICTD ITiIXOTY.

Bussneno, mo anroputm LOF (Local Outlier Factor) 3 HanamTtyBanHsAM novelty nemoncTpye Haii-
OinpII cTabIBHI pe3ynbTaTi Uil pi3HUX THMIB narojorii. [Ipu knacudikamnii MopdonoriyHuX MOpyIeHb
6e3 momnepeanporo ompamoBanHd LOF nocsra tognocti 83—86 %, mo mepeBHIlye MOKa3HUKH 1HIINX
MmetoniB. Lle cBiAuuTh po eeKTUBHICT MiAXOMY Ha OCHOBI JIOKaJIbHOT TYCTUHH ISl BUSIBICHHS aHOMAail
B EKC.
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Jnsa xnacudikamii purMmivHEX mopymreHs metoau IsolationForest, LOF novelty Ta EllipticEnvelope
MTOKa3aJIi OJJHAKOBO BHCOKY edekTuBHICTh (89 %) mpu aHami3i TpimoTiHHA nepeacepab. BomHowac, more-
pelHE ONpaIfoBaHHS JaHUX HE MpPHU3BeENa JI0 CYTTEBOTO MOKPAIICHHS PE3YNIbTaTIB, a B JESKUX BHIQJIKaX
HaBITh MOTipIIMIIA X, 10 BKa3zye Ha crienudiky yacoBux xapakrepuctuk EKC, sxi MmoxxyTh BTpayaru iHpop-
MaTHBHICTh NPHU TpaHC(hOpMaIlisX.

[lopiBHAHHS OTpPHMaHWX pE3yNIbTaTiB 3 JaHWUMH MyONiKamiii ImoJ0 3aCTOCYBaHHA TIIHOWHHHX
HEHPOHHMX MEPEeX MOKa3ye KOHKYPEHTOCIPOMOXKHICTH 3allpONOHOBAHOTO IiIXOAY. 3TiTHO 3 OINISIOM
miteparypu, apxitektypu CNN mocsrarots ToanocTi 98,5 % Ha Habopi ganux MIT-BIH mns kmacudikarrii
apuTMmiii, nBoHanpasieHi LSTM 3abe3neuytots ayTiuBicts 94,6 % ta cnenudiunicts 96,2 %, a ridpuaHi
CNN-RNN mozeni AeMOHCTPYIOTh TOUHICTh 10 99,4 % Ha OararoknacoBux Habopax maHux. OTpuMmani B
HaIoMy AociipkeHHl pesyasraru (§89—100 % 3anexHo Bix THITY MATOJIOTrI{ Ta METOAY) 3HAXOAATHCS B TOMY
K JTiarma3oHi eeKTUBHOCTI, aJie TOCATAIOTHCS IIPH CYyTTEBO MEHIITNX OOYMCITIOBATFHIX BHTpATaxX Ta Kpamtii
IHTEpPIPETOBAHOCTI pe3yibTariB. BomHowac, Ui OCTaTOYHUX BHUCHOBKIB IOJO T€peBar TOrO YH iHIIOTO
miAXoay HeoOXiJHEe MPOBEACHHS MPSAMOTO MOPIBHAIBHOTO EKCIIEPUMEHTY Ha 1IEHTUYHUX HAObopax JaHHX 3
ypaxyBaHHsIM clieluQiky 3a1a4i knacudikaiii B koHTekcTi po3pobnenoi IT na ocHosi L[BII.

[lepcnexTnBY MOJAIBIINX JOCTIKEHb BKJIIOYAOTh:

e  [IPOBEACHHS NPSMOTO MOPIBHSUIBHOTO eKcriepuMenTy 3 apxiTekrypamu CNN, LSTM/bi-LSTM Tta
riopumaumu CNN-RNN moxensmu Ha TuX camux Habopax manux EKC mist 06’ €KTUBHOT OIIHKH
mepeBar KOXKHOTO MiAXOMY 3 TOYKH 30py TOYHOCTI, OOYHCIIOBAIBHOI CKIAQAHOCTI Ta iHTEp-
MPETOBAHOCTI;

®  PO3IIMPEHHS CIEKTPY aHaTi30BaHMX MATONOTiH, BKIFOYAIOUX IUTYHOUKOBI apuTMii, OJI0Kaau mpo-
BIZHOCTI Ta ilIeMIiYH] 3MIHU;

®  JIOCIIJDKCHHS TIOPUAHUX apXiTEKTYp, IO MOEIHYIOTh METOIM BUSBJICHHS aHOMAJIH 3 €JICMCH-
TaMH IMTUOMHHOTO HaBYaHHS U aBTOMaTUYHOTO BUITYUEHHSI 03HAK;

e  pO3poO0JICHHS aJalTHBHUX aJTOPUTMIB aBTOMAaTUYHOTO BUOOPY METO/IIB ONPAIIOBAHHS Ta KJIaCH-
(hikarii 3aJ1€KHO Bi/l TUITY IOPYIIEHHS Ta XapaKTEPUCTHK CHTHAITY;

® IS CTAaTHCTUYHO JIOCTOBIPHOI OIIHKKM HEeoOXigHe TecTyBaHHsS Ha BuOipui He meHme 100—200
EKC mnst KOXXHOTO KJ1acy MaTojorii 3 po3paxyHKOM JOBIpYMX iHTEPBAJIiB Ta IPOBEICHHAM KPOC-
BaTifamii.

®  JOCTIHKCHHS MOXKIIUBOCTI iHTETpaIlii 3arporoHOBAHOTO MIX01y 3 HOCHMUMH MESIUIHUMH TIPH-
CTPOSIMU IS OE3MepPEePBHOTO MOHITOPUHTY CEPIIEBOT AisUIBHOCTI B pealbHOMY 4Yaci.
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The article presents an experimental study of the effectiveness of machine learning methods for
classifying electrocardiographic signals by rhythmic and morphological features using information tech-
nology based on the mathematical apparatus of cyclic random processes. The problem of automated
detection of atrial arrhythmias is considered, particularly atrial fibrillation and atrial flutter, which are
characterized by complex changes in both ECG wave morphology and cardiac cycle time intervals.

Four anomaly detection algorithms were investigated for classifying pathological conditions:
OneClassSVM with radial basis function, IsolationForest, Local Outlier Factor (LOF), and Elliptic-
Envelope. The impact of data preprocessing methods (StandardScaler for standardization and PCA for
dimensionality reduction) on classification accuracy was analyzed. Experimental results showed that
preprocessing is critically important for morphological disorder classification, increasing accuracy from
50-83 % to 100 % for atrial fibrillation. The LOF algorithm demonstrated the most stable results (83-100
%) for different types of pathologies. For rhythm disorder classification, the IsolationForest, LOF, and
EllipticEnvelope methods showed equally high efficiency (89 %), while preprocessing did not lead to
significant improvement in results.

Keywords - electrocardiographic signal modeling, information technology, cyclic discrete random
process, amplitude-temporal characteristics, temporal rhythm function, amplitude variability, signal
classification, artificial intelligence (Al), machine learning system (MLS).
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