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Abstract: The paper analyses the system characteristics 
and functional capabilities of multi-bit pyramidal adders 
that can be used in the structures of discrete perceptron of 
modern neural networks for summing weight coefficients 
and input signals. The methodology for designing multi-bit 
adders using flow and spatial-temporal graphs is described. 
Algorithmic and recursive pyramidal adders have been 
developed and their main system characteristics have been 
determined. Software models of multi-bit algorithmic and 
recursive pyramid adders have been developed using the 
VHDL hardware description language. Functional 
modelling and synthesis of developed structures of multi-bit 
pyramidal adders on FPGA were performed. It has been 
established that when using multi-bit numbers (n=1024), 
the hardware complexity of recursive pyramidal adders is 
reduced by 64 times. 

Index terms: synthesis, perceptron, neural network, half-
adder, discrete signals, functional modelling, FPGA. 

I. INTRODUCTION 
The binary addition operation is most often used in 

computational algorithm structures to perform arithmetic 
and special operations [1]. In addition, at the current stage 
of development of computer systems, their integration 
with artificial neural networks is observed [2]. Artificial 
neural networks (ANNs) are built on the basis of 
perceptron’s, which contain adders for calculating weigh-
ted sums of input signals [3]. Therefore, the intensive 
development of ANNs is driven by the need to find 
possible ways to reduce their hardware complexity, in 
particular the addition operation. 

The use of specialized operational devices in neural 
network component structures will minimize hardware 
costs and ensure high-speed execution of the relevant 
algorithm and its functions [4]. 

Multi-bit pyramid adders are widely used 
components of computing devices, arithmetic logic units 
(ALUs), matrix and multi-layer multipliers, coprocessors, 
and artificial neural networks, thanks to the parallel 
execution of incomplete binary addition operations [5,6]. 

An important criterion for their effectiveness is 
ensuring minimal hardware complexity and maximum 
speed with minimal delay of sum bit formation signals and 
carry-through transfers [7]. A key feature of the use of 
pyramidal adders in computer systems and artificial neural 
networks is the uniformity of binary incomplete addition 
operations in their structure. 

Therefore, constructing structures for such adders 
that are optimal in terms of hardware complexity is 
important and can be achieved using spatial-temporal 
graphs [8, 9]. 

Thus, the relevant scientific and applied task is to 
develop hardware structures of multi-bit pyramidal adders 
based on spatial-temporal graph (STG) and to study their 
system characteristics. 

II. LITERATURE REVIEW AND PROBLEM 
STATEMENT 

The widespread use of specialized computer systems 
in computing plays an important role in solving a specific 
algorithm or class of algorithms, as it achieves high 
system performance and reliability at low equipment costs 
for its implementation and increases the possibility of 
implementing this system on a FPGA crystal [10]. High 
data processing performance in specialized devices is 
achieved by approximating the structure of operating 
devices to the structure of the flow graph of the executed 
algorithm using spatial parallelism. 

The works [11-14] show that algorithmic operational 
devices (AODs) are best suited to the flow graph structure 
of the executed algorithm. Their design is based on 
information about the graph structure of the executed 
algorithm, taking into account equipment cost constraints 
and performance requirements. When using flow graphs 
of an algorithm, it is possible to construct a single-cycle 
stream-type AOD and a multi-cycle pipeline-type AOD. 
Although stream graphs of executable algorithms almost 
exactly correspond to the structure of AODs, in many 
cases, from the point of view of hardware resources (the 
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size of the integrated circuit crystal) or non-critical time 
parameters, it is advisable to implement the calculation of 
several operations using a single computing element. In 
this case, the design process becomes ambiguous, since 
the correspondence between the structure of the algorithm 
graph and the structure of the AOD disappears. 

The works [8] demonstrate the application of spatial-
temporal graphs, the main purpose of which is to find the 
optimal balance between equipment costs and AOD 
productivity. In this case, data processing performance 
will be achieved by approximating the structure of the 
operating device to the structure of the spatial-temporal 
graph of the executed algorithm using spatial and 
temporal parallelism. When using spatial-temporal graphs 
of the algorithm, it is possible to construct various types of 
multi-tact AODs depending on the degree of compression 
of the stream graphs of the executed algorithms. 

The paper [15] develops a vertical-parallel method 
for sorting one-dimensional arrays of numbers. A 
hardware implementation structure using flow graphs has 
been developed. Synthesis on FPGA has been performed. 

In the work [16], a vertically parallel method and 
structures for calculating maximum and minimum values 
in one-dimensional and two-dimensional arrays were 
developed. A hardware implementation structure using 
flow graphs was developed and its system characteristics 
were investigated. 

Of particular interest are recursive spatial-temporal 
graphs [8,9], which are constructed by combining the 
vertices of the algorithm's flow graph by height and width. 
The result is a single vertex that sequentially performs all 
identical or similar operations of the algorithm in time. 
The use of this type of spatial-temporal graph significantly 
reduces the hardware complexity of the algorithm 
structure. 

III. SCOPE OF WORK AND OBJECTIVES 
The development of components for computer 

systems and artificial neural networks is a pressing task in 
the field of information technology, driven by the 
emergence of a new class of complete and incomplete 
binary adders with minimal hardware complexity and 
maximum speed of sum formation and carry-through 
[5,7,10]. At the same time, an important task is to develop 
structures of multi-bit adders’ devices based on spatial-
temporal graphs with minimal hardware complexity. 

The main objective of this work is to design 
algorithmic and recursive structures of multi-digit 
pyramidal adders using stream and spatial-temporal 
graphs and to study their system characteristics [8].  

This article uses the materials and results obtained 
by the authors during the research work "Multifunctional 
sensor microsystem for non-invasive continuous 
monitoring and analysis of human biosignals" state 
registration number 0124U000384 dated 01.01.2024, 
which is carried out at the Department of Computer 
Engineering and Electronics, of the Vasyl Stefanyk 
Сarpathian National University in 2024-2026. 

IV. RESEARCH AND DESIGN OF VARIOS TYPES 
OF PYRAMIDAL ADDERS 

Fig. 1 shows the structure of an 8-bit pyramidal 
algorithmic adder (AD). This pyramidal adder is based on 
half adders [5]. 

 

 
Fig. 1. Structure of a 4-bit pyramid adder built  

on the basis of a half-adder 

The hardware complexity of this type of pyramid 
binary adders is calculated according to the following 
formula: 

2

2AD НА
m mA A+

= × ,  (1) 

where, AHA- hardware complexity of a half-adder, m 
– bit-length of the input data.  

Another improved variant of the binary half-adder 
structure based on «AND», «OR», «NAND» logic gates 
has been developed in a related research paper [5,17], 
minimaxing hardware and time complexity 
characteristics (Fig. 2).  

 

 
Fig. 2. Structure of half adder based  

on «AND», «OR», «NAND» logic gates 

The hardware complexity of a previously 
developed binary half-adder will be AHA=3 (gates), while 
the sum time complexity and output transfer is minimal 
and amounts to 1 microcycle. 

When using improved half-adders  

(AHA=3) 
28 8 3 108( )
2ADA gates+

= × = . 
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The time complexity of this type of pyramid-like 
multi-bit binary adder is calculated according to the 
following formula: 

AD НАt m t= × ,  (2) 

where, tHA- time complexity of a half-adder, m – bit-
length of the input data.  

When using improved half-adders (tHA=1) 
8 1 8( )ADt microcycles= × = . 

The mathematical basis for representing the 
algorithmic structure of a pyramidal adder is a flow graph 
of the algorithm. Identifying parallelism and even 
controlling it, thereby ensuring the possibility of finding 
compromise spatial-temporal relationships, which is 
essential when choosing the structure of a computing 
device, is made possible by representing the stream graph of 
the algorithm in a tiered-parallel form [8,9]. In a tiered-
parallel form of a stream graph, all vertices of one tier 
depend on the results of the previous tier and do not depend 
on the vertices of subsequent tiers. 

Fig. 3 shows the tiered-parallel form of the flow graph 
of the binary number addition algorithm for a pyramidal 8-
bit adder. 

 

 
Fig. 3. Structure tiered-parallel form of the flow graph 

 of the pyramid adder algorithm 

Fig. 3 shows the vertices of the graph (x0,…,x35) that 
act as functional operators of the summation algorithm, 
namely, they sum the input data  ai and bi. 

The tiered-parallel form determines the degree of 
parallelism of the graph (the maximum number of vertices 
on one layer, h=8), as well as the minimum possible 
computation time of this algorithm (the number of layers, 
k=8). 

Spatial-temporal graphs are used to construct 
recursive devices [8]. To obtain a recursive spatial-temporal 
graph, it is necessary to convert the flow graph of the 
algorithm into a recursive STG, taking into account that 

similar summation operations can be combined into one in 
terms of the height and width of the graph. 

Fig. 4 shows a recursive spatial-temporal graph of 
binary number addition for an 8-bit pyramidal adder. 

 

 
Fig. 4. Recursive spatial-temporal graph  

of the pyramid adder algorithm 

This STG contains one vertex, which sequentially 
performs all 36 identical operations of incomplete binary 
addition of an 8-bit pyramidal adder. 

The input 8-bit data (a0,…,a7) and (b0,…,b7) are fed to 
the input ports (1,2) of the graph vertex (a1). The 
intermediate results at the outputs of the output ports (1,2) 
are fed to the delay elements, which coordinate the 
simultaneous execution of the corresponding intermediate 
results by the vertex of the recursive STG. The output 
results (S0,…,S7) are formed at different points in time at 
the graph output. 

Fig. 5 shows the structure of a recursive device (RD) 
for adding binary data on a pyramidal 8-bit adder. 

 

 
Fig. 5. Recursive device for adding binary data 

The recursive binary data summing device contains 
two 15-input multiplexers (Mux1, Mux2), one incomplete 
binary adder (Fig. 2), a demultiplexer with 2 outputs, and 
15 flip-flops. Multiplexers are used to feed input data and 
intermediate results to the inputs of the HA. The 
demultiplexer sends the intermediate results to the inputs of 
the flip-flops for delay, and the final summation results are 
formed at one of its outputs. 

The hardware complexity of a recursive addition 
device is calculated according to the following formula: 

2RD Mux НА Dmux TrigA A A A A= + + + , (3) 

where, AMux- hardware complexity of a multiplexer, AHA- 
hardware complexity of a half-adder, ADmux - hardware 
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complexity of a demultiplexer, ADrig - hardware 
complexity of a triggers.  
The hardware complexity of the recursive addition 
device (Fig. 5) will be: 

(2 75) 3 4 (2 15) 187( )RDA gates= × + + + × = . 
The time complexity of a recursive addition device is 

calculated according to the following formula: 
2( ) ( ) 2RD Mux HA Dmux Trigt t t t t m m= + + + × + ,  (4)  

where, tMux - time complexity of a multiplexer, tHA - 
time complexity of a half-adder, tDmux - time complexity 
of a demultiplexer, tTrig - time complexity of a triggers, m 
– bit-length of the input data.  

The time complexity of the recursive addition 
device (Fig. 5) will be: 

(5 1 2 2) 36 360( )RDt microcycles= + + + × = . 
Table 1 shows the results of hardware complexity for 

algorithmic and recursive binary data addition devices. 

Table 1 

Results of calculating hardware complexity for 
algorithmic and recursive devices 

Adder  
bit-length 

Hadrware 
complexity  
AD (АAD) 

Hadrware 
complexity  
RD (АRD) 

8 108 187 
16 408 379 
32 1584 763 
64 6240 1531 

128 24768 3067 
256 98688 6139 
512 393984 9331 
1024 1574400 24571 

 
As it can be seen from Table 1, the hardware 

complexity of a recursive addition device starting from 64-
bit precision decreases by 4, 8, 16, 32 and 64 times 
compared to an algorithmic addition device.  

Table 2 shows the results of time complexity for 
algorithmic and recursive binary data addition devices. 

Table 2 

Results of calculating time complexity for algorithmic 
and recursive devices 

Adder  
bit-length 

Time complexity 
AD (tAD) 

Time complexity  
RD (tRD) 

8 8 360 
16 16 1360 
32 32 5280 
64 64 20800 

128 128 82560 
256 256 328960 
512 512 1313280 
1024 1024 5248000 
 
As it can be seen from Table 2, the time complexity of 

a recursive summing device starting from 64-bit precision 
increases by 2-3 orders of magnitude compared to an 
algorithmic summing device. 

In order to find the optimal balance between 
equipment costs and the speed of pyramid-type summing 
devices, it will be necessary in the future to investigate 
combined and parallel-serial types of such summing 
devices based on STG. 

V. MОDELLING AND SYNTHESIS  
OF DEVELOPED ADDERS ON FPGA 

The development of an algorithmic and recursive 
addition device was carried out using the VHDL hardware 
description language in the Active HDL SE integrated 
environment. 

Fig. 6 shows a functional simulation diagram of an 8-
bit recursive pyramid-type addition device. 

 

 
Fig. 6. Functional diagram of an 8-bit recursive pyramid-type 

summing device simulation 

The diagram shows the input of 8-bit binary values to 
inputs (a and b). Signals (sel_mux1, sel_mux2, sel_dmux) 
are used to control two multiplexers and one demultiplexer. 
The output (S) generates an 8-bit sum result at 36 micro 
cycles. 

The synthesis of algorithmic and recursive devices 
was performed on the Artix-7 family FPGA crystal 
XC7a100Tcsg324-1 from Xilinx [18,19].  

Fig. 7 shows an enlarged view of the section of the 
FPGA crystal on which the structure of an 8-bit recursive 
pyramid-type summing device was implemented in the 
Vivado Design Suite CAD system. 

 

 

Fig. 7. Implementation of an 8-bit recursive pyramid-type adder 
on a FPGA crystal 

Table 3 presents the results of synthesizing 64-bit 
algorithmic and recursive pyramid-type addition devices on 
Artix-7 family FPGAs. 
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Table 3 

Results of the synthesis of algorithmic and recursive 
adders on FPGA 

Adder  
bit-length 

Algorithmic adder 
(LUT usage) 

Recursive adder 
(LUT usage) 

64 1250 317  
 
From the results shown, we can see that the 

implementation of a 64-bit algorithmic addition device 
requires approximately four times more hardware than the 
implementation of a recursive addition device. 

VI. CONCLUSION 
The paper describes the main areas of application of 

multi-bit binary pyramid-type adders, which are compo-
nents of modern neural networks, graphics accelerators, and 
arithmetic-logic units of superscalar and vector processors. 
The internal structure of digital logic elements and the main 
system characteristics of improved incomplete binary 
adders, which are components of pyramidal adders, are 
presented. Using the methodology of spatial-temporal 
graphs, a recursive summing device was constructed, which 
had significantly lower hardware complexity. Design and 
modelling of a 64-bit recursive pyramid-type summing 
device using the VHDL hardware description language in 
the Active-HDL package was completed. When synthesi-
zing a recursive pyramid-type summing device on a PLDS 
in the Vivado CAD system, a 4-fold reduction in hardware 
complexity was achieved compared to an algorithmic 
device, which is confirmed by theoretical calculations. 
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