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This study explores the potential applications of language Al models in combination with
Generative Adversarial Networks (GANs) for generating images based on textual descrip-
tions derived from literary works. The effectiveness of various prompt types used to create
abstractions was analyzed, and a comparative evaluation of the performance of leading
contemporary image generation models — MidJourney, DALL-E, and Stable Diffusion —
was conducted. The results indicate that, while language models are capable of produc-
ing meaningful abstractions that partially reflect the content of the text, current GAN
models do not yet provide the necessary level of semantic correspondence and visual re-
alism. MidJourney demonstrated the highest performance, with DALL-E trailing by only
0.69%, and Stable Diffusion by 11.7%. The evaluation results highlighted the superiority
of prompts relying on the generation of generalized abstractions, with the prompt that
fully delegated abstraction generation to the language model outperforming the others
by 4.52% to 11.18%. In contrast, automated evaluation metrics such as CLIPScore and
Inception Score proved inadequate for this specific task. Furthermore, the study discusses
the limitations of current GAN training approaches based on “keyword—image” pairs and
substantiates the need to enhance generation methods through the use of comprehensive
textual descriptions.

Keywords: artificial intelligence; computing; ai-generated images; text-to-image genera-
tion.
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1. Introduction

A reader may encounter difficulties in fully comprehending the content of a literary work and, con-
sequently, in forming a mental image of the events described. For this reason, illustrations are often
incorporated into literary texts. Their primary purpose is to create a specific visual representation
that enhances the reader’s perception and emotional engagement with the narrative.

Books that contain images are particularly important for children, especially at an early age. Such
reading not only contributes to the development of reading culture and interest in literature among
children but also promotes enhanced imaginative abilities [1,2]. Moreover, various studies and surveys
indicate that, in the learning process, materials incorporating images are better retained in memory
and positively influence the ability to recall key elements of studied educational content [3]. Although
this issue has been studied extensively over time, research findings often remain contradictory — for
example, some studies suggest that images may serve as a distraction [4]. Nevertheless, other studies
demonstrate that the use of illustrations, particularly when their display is delayed until after discussion
or reading of the text, can lead to improved comprehension of the meaning conveyed by the written
content [5-9].
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While contemporary books, particularly those for children, increasingly feature illustrations de-
signed to support the reader’s understanding and interpretation of the text, a question arises regarding
older literary works, especially classics, for which publishers have not traditionally provided visual
accompaniment. This issue is not limited solely to fictional literature but may also be relevant in the
context of technical or advertising texts.

This issue can be addressed through Artificial Intelligence (AI) technologies capable of generating
images based on predefined parameters. The potential of such technologies is considerable, and the
results often exceed expectations. For instance, Al-generated images have won several photography
competitions, as the judges believed they were authentic photographs taken by human authors [10,11].
A study was conducted to assess how accurately individuals can distinguish between Al-generated
and real images. The findings revealed that participants failed to correctly identify 38.7% of genuine
photographs, mistaking them for Al-generated ones [12].

Moreover, in certain cases, this technology can be employed not only as a means of generating
specific illustrations but also as a source of inspiration for personal artistic projects [13].

Image generation technology is capable of producing a wide range of visual styles, from pencil
sketches to 3D-rendered images, or even illustrations in animation or anime styles, depending on the
author’s preference. Therefore, such a solution is well-suited for the stated objective.

An application with functionality to convert any text into an image — for instance, a mobile phone
application — would be especially useful when reading classical literature. After reading a particular
page, the reader could be provided with a visual representation of the events described on that page,
thereby enhancing comprehension and engagement with the text.

2. Related work

2.1. Text-to-image generation

Although Al-based image generation has emerged relatively recently, there is already a large body of
research on this topic, with practical applications for solving a variety of problems.

In particular, some studies have shown that Al-generated illustrations can be used in the educational
process, as Al can successfully transform abstract or concrete concepts into images [14]. In addition,
this technology can influence, inspire, and assist designers in creating product designs [15].

In the field of practical applications of such images, one can single out a comparative analysis study
of open AI models for training image recognition based on text prompts to create medical radiological
images to improve disease diagnosis and treatment [16]. The result showed that Al models cannot yet
reproduce radiological images 100% accurately, but in some cases they can quite accurately reproduce
the appearance of some diseases or infections.

Another study examines the role of Al models for biomaterials research in the field of design and
construction [17]. This paper, in addition to investigating the creation of biomaterial illustrations, also
proposes the use of the ARG (Automatic Referencing Generator) model to add an automatic reference
generator to images to guarantee their copyright status.

The following study shows how realistic the generated images can be with a simple text prompt [18]:
although such images still have many limitations and understanding of details, the image itself corre-
sponds to the proposed text, and this technology is also developing and improving, offering better and
better results.

The aforementioned studies are more focused on analyzing the obtained images or, in general, on
assessing realism and compliance with the input parameters, but differ from this one, namely, the goal
of this one is to assess the ability of Al to build the main meaning from the pages of books and create
an image that corresponds to the description of these pages.

This approach, namely the practical use of Al-generated images, can have negative consequences,
both for individual fields and for scientific research. In particular, such illustrations can be presented
as real in one’s scientific works in order to falsify the results of one’s own research [19]. Or, as statistics
show, some of the results of AI work are stereotypical in nature and can cause harm if such images are
used in a political context [20].
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2.2. Methods for evaluating generated images

Along with the process of generating images using neural network methods, there is a need for ways to
quantify the differences between generated images in a manner that is consistent with human analysis
and judgment.

2.2.1. Manual image assessment

Images should be evaluated in the same way as any other source, such as an article or book, to determine
their quality, reliability, and relevance. The process of evaluating images can involve several steps or
types. Visual analysis is the most important way to evaluate an image to understand its meaning. In
this case, image characteristics or metadata such as the technical quality of the image, the source of
the image, the original context, and textual information about the image play an important role in
the evaluation. The following set of questions is suggested for image analysis according to the given
characteristic [21]:

Content Analysis:

— What do you see?

— What is the image about?

— Are there people in the image? What are they doing? How are they presented?
— Can the image be viewed from different angles?

— How effective is the image as a visual message?

Visual Analysis:

— How is the image composed? What is in the background and what is in the foreground?
— What are the most important visual elements in the image? How can you determine this?
— How is color used?

— Can the image be viewed in different ways?

— What values are conveyed through the design choices?

Contextual Information:

— What information accompanies the image?

— Does the text change how you see the image? How?

— Is the textual information intended to be factual and informative, or is it intended to influence
what and how you see?

— What context does the information provide? Does it answer the questions Where, How, Why, and
For Whom was the image made?

Image Source:

— Where did you find the image?

— What information does the source provide about the origin of the image?

— Is the source reliable and trustworthy?

— Was the image found in an image database, or was it used in another context to convey meaning?

Technical Quality:

— Is the image large enough for your purposes?

— Are the colors, lighting, and balance correct?

— Is the image a high-quality digital image, free of pixelation and distortion?

— Is the image in a file format you can use?

— Are there any copyright or other usage restrictions you need to consider?

2.2.2. Automatic image assessment

The following metrics are used to automatically evaluate images and assess text relevance and object
accuracy:

— Inception Score (IS);
— Frechet Inception Distance (FID);
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— Learned Perceptual Image Patch Similarity (LPIPS);
— Structured Similarity Index Metric (SSIM, MSSIM);
— Peak Signal-to-Noise Ratio (PSNR);

— Precision recall;

— CLIPScore;

— Decompositional Alignment Score (DAS);

Inception Score (IS) is a mathematical algorithm used to evaluate the quality of images created by
generative Al using a generative adversarial network (GAN). This indicator is necessary to automate
the process of evaluating generated images, as otherwise, people will need to visually assess each
generated image, which is a rather subjective process that may depend on the preferences or biases of
the human viewer. This indicator can have a value from zero (the worst result) to infinity (the best
result). The IS algorithm is determined by two factors: quality and diversity.

The metric was first considered and proposed in 2016 as an image classification algorithm [22].
Although this metric is quite often mentioned and used for image evaluation, it also has negative
aspects. The main disadvantages include the lack of useful guidelines for comparing models, suboptimal
metrics, and problems with its application [23].

This indicator also has its limitations:

— small image sizes. The algorithm is only able to work with images of 300x300 pixels;

— limited number of samples. Since AI measures the diversity of images, the limited sample size can
lead to an artificially high initial score;

— unusual images. Al can produce an artificially low score if the generated image does not belong to
the dataset used to train the algorithm’s model.

The algorithm is used to obtain a conditional label distribution p(y|z). If the images contain significant
objects, they should have a conditional label distribution with low entropy. Also, it is expected that
a variety of images will be generated, so the threshold value [ p(y|z = G(z))dz should have a high
entropy. Combining these two requirements, a general mathematical formula for obtaining the IS
index will be obtained [22]:

IS(G) = exp(EzmpgDrr.(p(y|z)|[p(v))). (1)

Frechet Inception Distance (FID) is a metric for quantifying the realism and diversity of images
generated by GAN models. The realism score indicates the extent to which generated images, for
example of people, look like real, authentic human images. Meanwhile, the diversity metric determines
how much the generated images differ from the original to ensure interest and novelty. This metric is
well suited for evaluating visual quality and diversity within the same metric. Unlike IS, it can better
reflect the similarity of generated images to real ones [24].

Characteristics for which the FID metric can be used:

— GAN score. It shows how well a certain model works in terms of creating realistic images;

— model selection. Helps to compare the performance of different variations or architectures of GAN
models;

— hyperparameter configuration. Helps to compare different hyperparameters to configure better
performance;

— novelty detection. Detects images that are very different from the original;

— research. Provides a way to compare different GAN models.

The disadvantages of this metric include:

— model limitations due to the limited use of data for its training;

— insensitivity. This metric may not notice small inaccuracies or imperfections in the images;

— preliminary image preparation. To use this metric, all images must be prepared to a single format:
all images must be properly scaled, cropped, and normalized;

— subjectivity. The results of the metric may differ significantly from a human assessment;

Mathematical Modeling and Computing, Vol. 12, No. 3, pp. 914-935 (2025)



918 Yakymiv V. S., Piskozub Y. Z., Oliiarnyk N. R.

The FID metric can be calculated using the following formula:
1
FID = (| — g + tr (S + 3 — 2(55,)7), (2)

where N(u,X) is a multivariate normal distribution estimated by Inception v3 features calculated
on real images, N (fiy,>y) is a multivariate normal distribution estimated by Inception v3 features
calculated on generated (fake) images.

Learned Perceptual Image Patch Similarity (LPIPS) is a metric for calculating the structural
similarity of high-dimensional images in which pixel values are contextually dependent on each other.
This metric is similar to FID in that it uses the internal activations of deep convolutional networks
due to their useful ability to represent low-dimensional vectors. Also, LPIPS measures perceptual
similarity rather than quality score.

The following steps are used to calculate this metric, namely the calculation of the deep network
properties to find the distance dy between the reference x and 2 distorted areas xy and x1 given by the
network F' (see Figure 1) [25]:

— calculation of deep embeddings through the transmission x in F;
— normalization of activation in the channel dimension;

— scaling of all channels by the vector w;

— calculation of the distance [s.
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Fig. 1. Schematic diagram of calculating the distance from the network LPIPS.

The formula for calculating the metric is as follows:
2

ie20) =3 g 3 e G~ ), )
l hyaw

where 7' ,176 € RHXWixCr ig normalization of the feature stack in the channel dimension for layer I,
w! € RY is the vector along which activation is scaled by channels [25].

Structured Similarity Index Metric (SSIM) is a new metric developed by the same authors
as LPIPS, which mimics the human visual perception system, which has a high ability to identify
structural information from a scene. SSIM is designed to determine 3 characteristics of an image:
brightness, contrast, structure.

Brightness is determined by the function [(x,y) and is written as:

2pgpy + Cy
e (4)
py + py + Ch
where ('] is a constant to ensure stability when the denominator becomes 0, p is the average value of
a given image, x and y are the two images being compared. (1 is given by the formula:

C1 = (K1L)?, (5)

where L is the dynamic range for pixel values (it has value of 255, since the images are standard 8-bit
images).

l($7y) =
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Contrast is defined by the function ¢(x,y) and is written as:
20,0y + Co (6)
02 +02+Cy’

where o is the standard deviation of a given image, « and y are the two images being compared. Co
is given by the formula:

6(3373/) =

Co = (KL)%, (7)
The structure is defined by the function s(x,y) and is written as:
oy + C3
s(z,y) = —* (®)

0g0y + C5’
where o denotes the standard deviation of a given image,  and y are the two images being compared,
and o(xy) is defined as:

N
1
Oay = 7 ;(xi — ) (Yi — fhy)- (9)
The SSIM metric can be calculated as follows:

where o > 0, 8 > 0, v > 0 denote the relative importance of each metric. This expression can be
simplified by assuming that « = 5 =~ =1 and C3 = C5/2 [26]:

(2ptatty + C1)(200y + C — 2) "
(13 + pg + C1)(0F + 05 + C2)

However, a separate version of SSIM has also been developed, which, instead of global measure-
ments, measures individual image areas and then calculates the average value for the results [27]. This
metric is called the Mean Structural Similarity Index (MSSIM), and as noted, it is more reliable than
SSIM and is calculated using the formula:

SSIM(z,y) =

M
MSSIM(z, y) = % > SSIM(a;, ;). (12)
j=1
Another metric for evaluating image quality is Peak Signal-to-Noise Ratio (PSNR). This
metric characterizes the peak signal-to-noise ratio in image and video compression tasks, although it
is not effective in evaluating images similar to human perception. The metric compares the level of
the desired signal with the level of background noise and is expressed in decibels. In cases where the
calculation result shows a 1:1 ratio, it means that there is more signal than noise. It is also worth
noting that this metric is mainly used in cases where it is necessary to quantify the quality of image
reconstruction after compression.
PSNR is calculated using the mean square error (MSE) or Lo distance and looks like this [28]:

where M AX7 is the maximum possible value of image pixels. Also, the higher the PSNR, the higher
the quality of image reconstruction.

Precision recall is an evaluation metric that can separately and reliably measure quality and
coverage in image generation tasks by forming explicit, non-parametric representations of sets of real
and generated data [29].

The accuracy metric shows how often an ML model is correct in predicting the target class. In
turn, recall shows whether the ML model can find all objects of the target class.

The advantages of using the precision metric include: it works well with unbalanced classes, as it
shows that the model is correct in identifying the target class. This metric is useful when the cost of a
false positive is high. In such cases, identifying the target class is more important than the possibility
of missing some instances. The disadvantages of the metric include the fact that it does not take into
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account false negatives, i.e., those cases when the target event is missed. The accuracy is calculated
using the following formula:
Relevant Items Retrieved
Total Retrieved Items
The advantages of using the completeness metric include: excellent detection for problems with
unbalanced classes, as it focuses on the model’s ability to find objects of the target class and for cases
where the cost of false positives is high, i.e., if you need to find all objects of the target class, even if
this will lead to false positives. Completeness is calculated using the following formula:

(14)

Relevant Items Retrieved

— . 1
Total Relevant Items in Dataset (15)

Constrastive Language-Image Pretraining (CLIPScore) is a widely recognized evaluation
metric for measuring the similarity between an image generated by a GAN and a corresponding textual
description. The main purpose of CLIPScore is to enable models to understand the relationship between
visual and textual data and use this understanding to perform tasks such as creating image captions,
visual answers to questions. With CLIPScore, you can extract text from images and compare it to a
given text in the next step. It has been found to have a high correlation with human judgment.

CLIPScore has the ability to recognize the meaning and context of words in captions and then
find the corresponding images in the database. Also, this evaluation model can quickly and accurately
match an image caption with a corresponding image, which allows for faster and more accurate image
retrieval.

Also, CLIPScore is a cross-modal search model that was trained using 400 million pairs (image
and caption) collected from the Internet. The training data represents 500 thousand search queries
consisting of common unigrams/bigrams executed in a search engine. For each query, 20 thousand
pairs of elements were collected: image and caption. The model has 12 transformation layers and
86M parameters. The text is represented in a similar way: it contains a 12-layer transformer trained
on a dictionary of 49 thousand BPE token types.

The metric is defined as follows:

CLIPScore(I,C') = max(100 x cos(Er, E¢), 0), (16)

where cos(Er, E¢) is the cosine similarity between the visual CLIP embedding E; for the image and
the textual CLIPScore embedding E¢ for the signature C. The score is in the range from 0 to 100,
and the closer to 100, the better [30]: images with a score between 0 and 10 can be characterized as
rather images generated with a very low level of relation to the input text, from 10 to 30 — with a low,
close to average level of relation, more than 30 — contains elements related to the input text and a
fairly close text-to-image ratio.

Decompositional Alignment Score (DAS) is a separate metric that was developed to address
the shortcomings of other multimodal models, such as CLIPScore. The disadvantages of such systems
are that such models often leave inconsistencies between image and text undetected if the complexity of
the input text increases. The DAS metric model, on the other hand, decomposes a complex cue into a
set of disjoint statements. In the next step, the VQA model measures the consistency of each statement
with the generated images. In the final step, the consistency scores for the different statements are
combined to produce a final score.

The difference in the computation compared to CLIPScore is that the computation uses hint-
weighting to modify the input embeddings of CLIPScore in the diffusion model:

CLIP(P) = W(P,{CLIP(p;), w;} 1, ), (17)

where P is the input text, WV is the hint weighting function, p; is the hint corresponding to statement
a;, and the weights w; control the relative weight of different hints p; when calculating the overall CLIP
embedding for hint P.

Also, to increase the strength of the cross-attention of the main noun-subject for each subordinate
clause a;, the idea of modifying the latent noise zt during the backward diffusion process is used,
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namely, the modification of the losses for latent updating in the parametric form:
2zt =z — AV Lz, {w;}), where L(z,{wi}; ) = Z w; (1 — max G(A})), (18)

where « is the step size, A! is the attention map corresponding to the main subject noun in statement
a;, G is the smoothing function, and the weights w; determine how much the prominence of different
subject nouns in the cue (for each statement) will be increased in the next iteration.

In addition, this approach offers a simpler and more efficient approach to improving text-to-image
alignment. Namely, at each iteration k € [1, 5] during the refinement process, the overall text-to-image
similarity score (Zy, P) and the alignment score at the statement level u;(Zy, P) are calculated. The
result of generating image 711 for the next iteration is calculated as follows:

wF + A, if i = argmin; w(Z, P),
(v "

7

Iyv1 =D (73, {wf"'l}?:l) ,  where wf“ =

w otherwise,

where D refers to the parameterized diffusion model and A is the hyperparameter.

This iterative process will be performed until the desired threshold for the overall alignment estimate
Q(Zy, P) is reached. The result of image generation Z* at the end of the refinement process is calculated
as [31]:

T* = arg max Q(Zy, P). (20)
Ty
3. Methodology

In this section, a methodology for comparative analysis using several popular Al systems for generating
images from text using short descriptions from pages of fiction obtained by Al language models will
be presented. Several prepared input prompts for language models will also be used for comparison,
to identify and compare them with each other. The study also includes a comparative analysis of
the metrics obtained for the automatic evaluation of the generated images of the adversarial networks
discussed in the previous section. Since this study aims to investigate the possibility of automatically
generating images for any fiction, the availability of original images negates the main purpose of this
study. A list of 20 books of classic fiction by different authors was prepared for the study:

— The Count of Monte Cristo by Alexandre Dumas and Auguste Maquet;
— The Sign of the Four by Arthur Conan Doyle;

— Dracula by Bram Stoker;

— A Christmas Carol in Prose; Being a Ghost Story of Christmas by Charles Dickens;
— The Life and Adventures of Robinson Crusoe by Daniel Defoe;

— The Great Gatsby by F. Scott Fitzgerald;

— Metamorphosis by Franz Kafka;

— The Time Machine by H. G. Wells;

— At the mountains of madness by H. P. Lovecraft;

— Moby Dick; Or, The Whale by Herman Melville;

— The Call of the Wild by Jack London;

— Grimms’ Fairy Tales by Jacob Grimm and Wilhelm Grimm,;

— The Last of the Mohicans by James Fenimore Cooper;

— Pride and Prejudice by Jane Austen;

— Gulliver’s Travels by Jonathan Swift;

— A Journey to the Centre of the Earth by Jules Verne;

— The Wonderful Wizard of Oz by L. Frank Baum;

— Alice’s Adventures in Wonderland by Lewis Carroll;

— The Picture of Dorian Gray by Oscar Wilde;

— Treasure Island by Robert Louis Stevenson.

Using general random algorithm 5 pages were chosen from each book, receiving at the end 100 test
pages.
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3.1. Al text abstraction extraction
The following open APIs of Al language modeling systems available on the market at the time of writing
were used for the study: ChatGPT by OpenAPI with model “gpt-4.5-preview”, Claude3, Gemini.

Other common and popular Al services were not used, as they either do not have an open API
for working with the language model or were not available for open use on the market at the time of
writing (e.g., Grok or Meta Al models).

To work with the language models, the following abstraction generation samples were prepared to
investigate whether a specific command focusing on the length of the abstraction or on the description
and key elements of events from the test page would have better results and impact on the quality of
image generation:

— P1: You will be provided with a block of text, and your task is to return summarization that
describes provided text. Response should not have more than 55 words;

— P2: Choose one scene from the text and prepare summarization of it, describing main characters,
scene and what is going on;

— P3: Summarize the following text in a clear and concise manner, preserving all key details and
character actions;

— P4: Summarize the following text in no more than 55 words, ensuring that all key events, characters,
and motivations are clearly conveyed;

— P5: Provide such summary for some scene from provided text, in the way that it can be used for

Al image generation;

3.2. Image generation

The next stage of the study is to generate images using competitive generative Al networks using the
generated short descriptions. Since this study is a continuation of the previous ones [32, 33|, it was
decided to use the same models: Dall-e, model “dall-e 3”; Stable Diffusion, version 6; Midjourney,
version 6.1.

3.3. Image and abstraction scoring
The following scale was proposed to evaluate the received text description (see Table 1).

Table 1. Scale for assessing the relevance of keywords or descriptions to the text.

Text mark Number Description
mark
Not relevant 1-2 The provided keywords or summary have minimal to no

connection with the content of the text. There’s little or
no overlap in terms of theme or information.

Slightly Relevant 34 There are some minor connections between the keywords
or summary and the text, but the correspondence is weak.
The keywords may touch on peripheral aspects.
Somewhat Relevant 5-6 There is a moderate level of relevance. The keywords or
summary capture some aspects of the text, but there are
notable gaps or differences.

Moderately Relevant -8 The keywords or summary align well with the text, cap-
turing the main ideas and themes. However, there may be
some nuances or details that are not perfectly reflected.
Highly Relevant 9 The keywords or summary closely match the content of
the text. They effectively encapsulate the main points
and themes, with only minor variations.

Perfectly Relevant 10 The keywords or summary perfectly describe the text. Ev-
ery important detail, theme, and nuance is accurately re-
flected.

The same rating scale was used to evaluate the relevance of the images to the text.
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In addition to evaluating the generated images using the obtained abstractions, the raw text from
selected pages of fiction was also used to compare whether this approach would have better results and
whether the abstraction approach is justified at all.

In evaluating the text and the corresponding image, consideration was given to the extent to which
the text contains detailed descriptions of objects, the number of characters, their appearance, and the
depiction of events. The assessment also accounted for how much information the text provides to
enable a human reader to comprehend the scene’s imagery and potentially generate a poster based on
the narrative.

3.4. Metrics for automation scoring
The following metrics were selected for this study: CLIPScore, Inception Score.

These metrics can provide better automatic evaluation, and are best suited for this study, as some
metrics (e.g., FID) require a set of original images to compare with the generated ones.

The range of values for the CLIPScore metric is from 0 to 100. The Torch and Clip libraries with
the ViT-B/32 model were used to calculate the metric. The calculation functions return the raw value
of the metric obtained from the cosine similarity function. In most cases, to normalize the calculations,
the result is multiplied by 100 to obtain a value in the range from 0 to 100. However, since the scale
for manual evaluation of images ranges from 0 to 10, multiplication by 10 instead of 100 was used to
normalize the CLIPScore metric to bring the results to a single format for comparison with the results
of manual evaluation.

The IS metric does not have a fixed maximum score. It is theoretically unlimited in its maximum
value, but in real conditions the values are usually in the range from 1 to 10-12, in cases where the
generated images have very high values, which are typical for real images or very well generated images.
This metric is based on the KL-divergence between p(y|z), the probability of the predicted class for
each image, and p(y), the average probability of classes for all images. The more confidently the model
classifies each image (p(y|x)), and the more evenly the classes are distributed in the set (p(y)), the
higher the Inception Score will be. For example, if each image is classified as a unique class with 100%
confidence, the IS will be very high. But this does not always mean realism.

Therefore, all the results should be normalized and brought to a single evaluation scale to allow for
comparison of results with each other.

4. Results and discussions

The main goal of this study is to compare the differences in evaluation results for different samples to
identify the dependence of the correctness of the input command for further process improvement and
obtaining realistic and correct generated images that would reflect the essence of the scanned fiction
text. In addition, the goal is to calculate automated metrics for evaluating the generated images and
compare them with human ratings to determine whether such metrics can be used to automate the
generation process and consistently evaluate the quality with a possible re-request for generation in
case of inadequate quality images.

The evaluation was carried out only by the author of the study, so a certain subjective error in the
obtained estimates should be taken into account.

4.1. Text abstraction score results analysis

From the data obtained, for each individual book, the average value for each used prompt was calculated
depending on the language model, as well as for the images generated by the Al. The average values of
abstraction scores grouped by prompt number depending on the language model are presented table
(see Table 2).

Based on the results presented in Table 2 and the diagram (see Figure 2), we can see a significant
difference between the scores for the given prompts: for most of the books tested, prompts P1 and P3
have the lowest scores. Prompt P1 is a very similar prompt to those used in previous studies [32,33],
with the difference that in this case a 55-word limit was added. This 55-word limit was chosen

Mathematical Modeling and Computing, Vol. 12, No. 3, pp. 914-935 (2025)



924 Yakymiv V. S., Piskozub Y. Z., Oliiarnyk N. R.

because some metric algorithms have a limit on the number of words that can be used to check
the correspondence of the generated image to the text. Prompt P4 also has a word limit of 55 words,
but the evaluation results are much higher than in P1. Prompt P3 instructs the language model to
return the main details and actions of the characters in abstraction, just like in P2 and P4.
prompts do not differ too much in the way they give commands to the language model in terms of
human perception, but the results show that these differences are important for the language model
and have a strong impact on the result. In turn, Prompt P5, which had no restrictions and did not
specify the details that should be present in the description, but rather gave the language model the
command to return an abstraction that could provide the GAN model with a description to better

generate the corresponding image, has quite high evaluation results, on par with P2 and P4.

Table 2. Average prompt score by ML.

These

Claude3 Gemini GPT-4

P1| P2 | P3| P4 |P5|P1L|P2|P3|P4|P5|P1|P2|P3]|P4]|P5
A. Dumas 9 | 76|82 |88 |84 |84 |78|88|86|74[192|82| 9 |84]96
A. C. Doyle 76 |88 |84 |84 |82|76|86|82|82|78|84|84|88| 86|84
B. Stoker 88 |84 |84(92|88| 9 8 | 86|88 |88 88|84 86| 9 |84
C. Dickens 92| 9 9 194198192 9 |96] 9 [ 88| 9 88| 9 |92 9
D. Defoe 78|86 |88 |76 |88|76| 9 | 78| 74| 8 8 9 | 78|76 | 84
F. S. Fitzgerald 84192 (88| 9 [94 8894|8884 |88 |88|94(92|88]|9.6
F. Kafka 86| 9 | 82|86 | 10 |78 | 88| 8 |86 |86 | &8 |92 82|88 10
H. G. Wells 741 9 |84 |182|194|74]192]92 84|86 |78]|96|88]|86]9.2
H. P. Lovecraft 8 |94 8 | 76| 9 | 769282 |78| 8 |[78]96 |86 |82 9
H. Melville 76192 (86| 8 |98 ]| 8 9 |84 (82|84 |78]|92|84]|82] 10
J. London 78198 86| 8 10 | 74196 | &8 |76 |88 |76(92| 8 |76 9.6
J. Grimm 761981928494 8 |96 88| 8 |86 |78(98|92|84]96
J. F. Cooper 781941927696 |84 (9484721948298 9 |78] 10
J. Austen 78196 |86 |74(98| 8 [96 (76|72 9 |[78]96]| 8 |72|94
J. Swift 68198 | 74|66 |88 |68]92|66|66|84]|64|92|66]|66]| 8
J. Verne 6.4 9 | 7416692 7 [92|72|78|78|66|86|74| 8 |96
L. F. Baum 8 196 9 | 82|96 | 8 10 | 92 |84 | 88| 8 |98 |88 |88 |94
L. Carroll 921981 9 9 10 9 10 |98 88192 9 |98[192] 9 |98
0. Wilde 78192 9 | 88|88 |78(94]92|86|82[82|76|92]|86]938
R. L. Stevenson 7610 |82 (82|96 | 8 |98 (88| 9 9 | 84|96 |86 |86 | 10
AVG 8.64 8.46 8.68
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Fig. 2. Diagram for average prompt score by book.
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4.2. Image generation errors analysis
The generation of images by GAN models is accompanied by a problem that can significantly affect
the result, or even make it impossible to obtain the result at all. The matter is that Al services have a
list of unacceptable words that are used to check queries sent by users. Examples of such unacceptable
words include racist, politically incorrect, or swear words.

The API is designed to repeat the request in case of an error to minimize the risk of possible Internet
outages, internal system errors, or false alarms (e.g., in the case of DALL-E input word filters).

The statistics of the errors obtained during the study are presented in table (see Table 3).

Table 3. Number of errors for tested Al services.

DALL-E | StableDiffusion | MidJourney | SUM
Claude3 18 1 0 19
Gemini 20 0 1 21
GPT4 25 0 1 26
Whole Page Text 6 0 4 10
SUM 69 1 6

Most errors were obtained when using the GAN model of DALL-E (see Figure 3a). DALL-E also
refused to process queries that contained descriptions of bloody scenes. For example, most of these
cases occurred when generating images for randomly selected pages from Lovecraft’s “In the Mountains
of Madness”. These results indicate that the DALL-E GAN model is quite risky to use for the task at
hand, as the model has limited potential due to the large number of input filters and cannot correctly
process queries even from classic fiction.

Among the tested language models that generated abstractions, the GPT-4 (“gpt-4.5-preview”)
model has the largest number of errors in generating images (see Figure 3b), while other models have
a small difference in the number of errors. The lowest number of errors was obtained when using the
entire text of a fiction page. This result may indicate that with a larger amount of text, the GAN model
can select only some elements from the text and ignore incorrect or invalid phrases and words that
would otherwise cause the model’s API to reject the query. This fact gives the whole-page approach
significant advantages over language models.

MidJourney Whole Page
79% 13.2% Claude3
StableDiffus 4
1.3%
GPT-4
34.2%
DALL-E
90.8%
a b

Fig. 3. Number of errors: (a) by GAN model and (b) by language model and using whole page.

4.3. Image generation score results analysis

On the graph showing the dependence of the GAN model scores on the book (see Figure 4)), Mid-
Journey showed the highest scores for almost all the books tested, while Dall-e has similar but slightly
worse results, and StableDiffusion has the worst results, with the difference between StableDiffusion
and MidJourney reaching two points. The average results of MidJourney are quite high, but still far
from the maximum scores, which may indicate that in general GAN models are still in their infancy
and have shortcomings that should be improved in future versions of the models.
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Fig. 4. Average image scores between DALL-E, MidJoruney and StableDiffusion to book.

Among other things, it is worth noting that GAN models are trained on word pairs to obtain
images. And although the results of using keywords were worse compared to abstractions [32], it can
still be concluded that using a textual whole description is difficult for GAN models, because it selects
only some words or word pairs for generation, ignoring the entire provided description and content and
losing details from the textual description. In particular, the more descriptions of objects or characters
the text contains, the more often these objects/characters are combined, swapped or lost.

For example, this abstraction was obtained for the P5 prompt using the Claude3 language model
from “At the mountains of madness” by H. P. Lovecraft:

A group of scientists and explorers prepare for an Antarctic expedition. The scene features a
mix of cutting-edge technology and traditional exploration equipment:

1. A unique, lightweight drilling apparatus with a steel head, jointed rods, and a gasoline motor.
2. A collapsible wooden derrick stands nearby.

3. Three large dog sledges loaded with equipment, including dynamite, cording, and sectional
piping.

4. Four large Dornier aeroplanes, specially designed for high-altitude flying, are parked on the
ice.

5. Teams of sled dogs are visible, ready for the journey.

6. In the background, vast ice fields and mountain ranges of Antarctica stretch out.

7. Scientists in cold-weather gear examine maps and equipment.

8. Crates of supplies and scientific instruments are scattered around the camp.

The overall atmosphere is one of excitement and anticipation, with a blend of industrial and
natural elements set against the stark, icy landscape of Antarctica.

For the abstraction mentioned above, next images were obtained (see Figure 5), including: Sta-
bleDiffusion contains only a small part of the described equipment; MidJourney contains additional
equipment and 2 aircraft, although the abstraction indicates exactly 4; DALL-E contains more of the
specified equipment, but in general the scene is not realistic, overloaded with details, and the number
of aircraft and people is incorrect.

For the summary data of the GAN model versus language model (see Figure 6), we can see an
almost uniform relationship between the models. DALL-E and MidJourney show almost the same
results for all language models used, except for the use of a whole page of text, where DALL-E showed
better results. StableDiffusion, on the other hand, scored uniformly lower. The summarized results
of evaluating the dependence of the GAN model on the books under test are presented in table (see

Table 4).
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Fig. 5. Examples of generated images (a) DALL-E and (b) MidJourney and (c¢) StableDiffusion from “At the
mountains of madness” by H. P. Lovecraft using P5 and Claude3 language model.

The diagrams (see Fig-
ures 7-8) contain the aver-
age scores for the gener-
ated images depending on
the prompts for each book
tested. These graphs show
the highest results for the
prompts P2 and P5, which
specify the command to ex-
tract key characters and
events from a single scene
of the text (if the selected

@® DALL-E @ StableDiffusion MidJourney
Claude3 Gemini GPT-4 Whole Page

Fig. 6. Average image scores between DALL-E, MidJoruney
and StableDiffusion to AT ML.

page describes several scenes, the model should independently select and describe only one of them)
and the command in which the language model should independently prepare a description that could
be used as a description for generating images by GAN models. Moreover, it is the P5 prompt that
dominates most of the graph, which demonstrates how the language model can independently evaluate
which description will be better for the GAN model and choose the right description, better than a

human.
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Fig. 7. Average image scores between used prompts to book.
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Table 4. Average score between DALL-E, MidJoruney and StableDiffusion to book.

DALL-E | StableDiffusion | MidJourney
A. Dumas 7.06 6.14 6.64
A. C. Doyle 7.18 6.33 7.2
B. Stoker 6.87 5.86 7.28
C. Dickens 7.41 6.83 7.48
D. Defoe 6.74 6.74 7.8
F. S. Fitzgerald 7.06 6.53 7.03
F. Kafka 7.21 6.14 7.13
H. G. Wells 7.08 6.26 7.09
H. P. Lovecraft 6.67 5.7 6.45
H. Melville 7.09 6.84 7.5
J. London 7.08 6.18 6.7
J. Grimm and W. Grimm 6.73 6.38 7.49
J. F. Cooper 7.19 6.94 7.85
J. Austen 7.89 7.11 7.94
J. Swift 6.39 5.2 5.53
J. Verne 6.98 6.76 7.29
L. F. Baum 7.7 6.41 7.16
L. Carroll 7.67 5.7 6.81
0. Wilde 7.48 6.84 7.84
R. L. Stevenson 7.79 6.31 8.08
AVG 7.16 6.36 7.21

The lowest scores on the graph are demonstrated by the prompts P1 and P4, which have a de-
scription length limit of 55 words. Therefore, we can conclude that either language models trying to
generate an abstraction in a limited number of words result in an incorrect or inaccurate description,
or GAN models should use longer descriptions for the purpose.

6.75 P3
19.4%

Fig. 8. Aggregated image ratings across used prompts.

The summary data for image evaluations generated by GAN models grouped by prompts are shown
in table (see Table 5). The diagrams (see Figures 9-10) show the average scores for the generated images
depending on the language model used for each book tested. These graphs show the highest results
for the Claude3 and GPT-4 models, with Claude3 slightly prevailing. The lowest scores were obtained
for images that used the entire text page of a work. In general, the graph (see Figure 10) shows fairly
comparable values between the models for all the books tested. Therefore, since the difference between
the scores of the Al language models used is insignificant, all 3 can be used for further use and research,
but Claude3 and GPT-4 are preferred.

The summarized averages for image evaluations generated by GAN models grouped by Al language
models are shown in table (see Table 6).
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Table 5. Average score between used prompts to book.

P1 P2 P3 P4 P5
A. Dumas 6.69 | 6.47 | 6.65 | 6.62 | 7.13
A. C. Doyle 6.42 | 7.23 | 6.96 | 6.52 | 7.62
B. Stoker 6.4 6.7 | 6.56 | 6.47 | 7.32
C. Dickens 7.2 | 749 | 6.91 | 7.22 | 7.69
D. Defoe 6.5 | 7.47 | 7.29 | 7.06 | 7.58
F. S. Fitzgerald 6.71 | 7.07 | 6.67 | 6.76 | 7.27
F. Kafka 6.44 | 7.13 | 6.27 | 6.47 | 7.96
H. G. Wells 6.62 | 6.84 | 7.09 | 6.62 | 7.18
H. P. Lovecraft 5.87 | 7.08 | 591 | 5.9 | 6.82
H. Melville 6.68 | 6.04 | 7.29 | 7.06 | 7.83
J. London 6.29 7 6.43 | 6.07 | 7.57
J. Grimm and W. Grimm 6.82 | 6.84 | 6.79 | 6.61 | 7.2
J. F. Cooper 7.31 | 7.65 | 7.34 7 7.62
J. Austen 7.49 | 811 | 7.18 | 7.24 | 8.29
J. Swift 5.05 | 6.19 | 5.12 | 5.2 | 7.11
J. Verne 6.44 | 74 | 6.88 | 7.02 | 7.53
L. F. Baum 6.98 | 7.54 | 7.04 | 6.71 | 7.37
L. Carroll 7.11 | 6.92 | 6.42 | 6.26 | 7.07
O. Wilde 711 | 753 | 7.18 | 7.35 | 8.05
R. L. Stevenson 7.2 | 771 7.11 | 7.16 | 8.06
AVG 6.67 | 7.17 | 6.75 | 6.67 | 7.51
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Fig.9. Average image scores between Al language model to book.

4.4. Automation score for generated image results analysis

CLIPScore. The diagrams (see Figure 11) contain the averaged data of CLIPScore metrics calculated
for the generated images depending on the language model used for each book under test. In general,
the results of the metrics can be described as low match: the image does not match the description or
the text does not adequately describe the visual content. This result is quite expected, since:

1. This task is quite difficult for GAN models, which have only recently appeared and require a specific
input description to generate an image.

2. GAN models, since the models used to calculate the CLIPScore metric were trained on word-phrase-
image pairs, which turned out to be incorrect when using abstractions.
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Whole Page Claude3

GPT-4
Gemini

Fig.10. Aggregated image ratings across used Al language models.

Table 6. Average score between Al language model to book.

Claude3d | Gemini | GPT-4 | Whole Page
A. Dumas 6.81 6.34 6.98 5.07
A. C. Doyle 7.13 6.67 7.05 6.13
B. Stoker 6.85 6.61 6.61 6.38
C. Dickens 7.39 7.33 7.19 6.27
D. Defoe 7.29 7.07 7.17 5.8
F. S. Fitzgerald 717 6.71 6.8 6.53
F. Kafka 7.25 6.71 6.6 6.4
H. G. Wells 6.88 6.76 6.97 5.87
H. P. Lovecraft 6.4 6.02 6.53 5.63
H. Melville 7.09 7.17 7.28 6.6
J. London 7.09 6.13 6.8 6.35
J. Grimm and W. Grimm 7.05 6.52 6.98 7.07
J. F. Cooper 7.53 7.23 7.4 6.47
J. Austen 7.72 7.48 7.79 7.43
J. Swift 6.04 5.54 5.61 5.32
J. Verne 7.05 6.95 7.17 6.33
L. F. Baum 7.23 7.02 7.14 6.55
L. Carroll 6.91 6.6 6.77 6.27
0. Wilde 7.45 7.21 7.67 6.47
R. L. Stevenson 7.56 7.29 7.49 6.53
AVG 7.09 6.77 7 6.27

All the results obtained are in the same range with minimal difference, which makes the assessment
of the highest or lowest indicators irrelevant.

The summarized averages of CLIPScore metrics for images generated by GAN models are shown
in table (see Table 7).

Inception score. The diagrams (see Figure 12) contain the average data of the Inception Score
metrics calculated for the generated images depending on the language model used for each book under
test, comparing the abstractions obtained from the AI language models. These results are very similar
to the results of the ClipScore metrics and can be described as low match: the image does not match
the description or the text does not adequately describe the visual content. Such metrics results are
also quite expected and can be explained by the same reasons as for the CLIPScore results.

All the results are in the same range with a minimal difference, which makes the assessment of the
highest or lowest scores irrelevant.
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Fig.11. Average image CLIPScore for GAN models to book.
Table 7. Average CLIPScore for GAN models.
DALL-E | StableDiffusion | MidJourney
A. Dumas 1.96 1.95 2
A. C. Doyle 1.9 1.88 2
B. Stoker 1.97 2.03 2
C. Dickens 1.99 1.95 2
D. Defoe 1.99 2.06 2
F. S. Fitzgerald 1.92 1.93 2
F. Kafka 1.91 2.03 2.01
H. G. Wells 1.98 2.03 2.01
H. P. Lovecraft 1.98 2.06 2.01
H. Melville 1.93 1.98 2.01
J. London 1.99 2.03 2.01
J. Grimm and W. Grimm 1.96 2.1 2
J. F. Cooper 1.98 1.96 2
J. Austen 1.85 1.77 1.99
J. Swift 2.01 2.05 2.02
J. Verne 1.95 1.95 2.01
L. F. Baum 2 2.06 2.02
L. Carroll 2.05 2.12 2.01
0. Wilde 1.98 1.96 1.99
R. L. Stevenson 1.9 2 1.99
AVG 1.96 2 2
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Fig.12. Average image Inception Score for GAN models to book.
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Table 8. Average Inception Score for GAN models.

DALL-E | StableDiffusion | MidJourney

A. Dumas 1.79 1.98 1.97
A. C. Doyle 1.67 1.94 1.87
B. Stoker 1.86 1.98 1.76
C. Dickens 1.86 1.77 1.90
D. Defoe 1.86 1.97 1.84
F. S. Fitzgerald 1.86 1.79 2.01
F. Kafka 1.84 2.04 1.91
H. G. Wells 1.91 1.94 1.90
H. P. Lovecraft 1.51 2.03 1.93
H. Melville 1.76 1.88 1.74
J. London 1.67 2.06 1.88
J. Grimm and W. Grimm 1.64 1.9 1.91
J. F. Cooper 1.81 1.86 1.91
J. Austen 1.88 1.9 1.8
J. Swift 2.01 1.98 2

J. Verne 1.87 1.94 2.03
L. F. Baum 1.69 1.9 1.8
L. Carroll 1.78 1.79 1.84
O. Wilde 1.75 1.88 1.87
R. L. Stevenson 1.7 1.9 1.77
AVG 1.79 1.92 1.88

5. Conclusions

After analyzing the results, it can be concluded that the described method and the used samples,
together with Al language models, cope with the task, although not perfectly. The generated annota-
tions often contain too general a description of the main essence of the text, and it is difficult for GAN
models to focus on specific characters or events to display the overall picture.

In general, the results for all GAN models are not very high: for the purpose of the study, the images
should have corresponded to scores in the range of 9-10 points to ensure that the images correspond
to the text and are realistic; in turn, the data obtained is 27.9-37.3% lower than planned. As a result,
it can be concluded that GAN models at the current stage of development cannot provide sufficient
quality and cannot generate images that are 100% consistent with the input query. In particular,
among the GAN models, the highest results were obtained for the MidJourney model — 7.21 points.
The DALL-E model obtained quite similar results, which are 0.69% lower than MidJourney. The
StableDiffusion model, in turn, received the lowest scores among the tested models, which is 11.7%
lower than the results of MidJoruney. Therefore, since DALL-E and MidJourney received the highest
scores among the models under consideration, it will be appropriate to continue working with them,
looking for ways to improve the results.

The results of the comparison of the used prompts show that prompt P5 received the highest score —
7.51 points. This prompt does not specifically describe how to obtain scene details or characterization,
but rather instructs the language model to generate such an abstraction so that the GAN model can
use it to generate the best and most appropriate image. This result may indicate that the language
models have some insight or knowledge of how GAN models work, which in turn improves the quality
of the generated images. Prompt P2 demonstrated the second best result, which is 4.52% lower, but
relatively close to the result of P5, and it gives a command to obtain a more general description by
selecting only one scene from the text. The rest of the prompts demonstrated results 10.11-11.18%
lower, which indicates their limited feasibility for further practical application.
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Comparing the results of the language Al models for the generated abstractions and images gen-
erated using only the text from the work’s page, it can be concluded that the used models perform
relatively well in this task, with Claude3 showing the highest results, GPT-4 1.2% lower, and Gemini
4.5% lower. The worst average score, 11.5% lower than Claude3, was obtained when using only page
text, which demonstrates that this approach is not relevant and cannot provide sufficient quality of
the generated images.

The obtained data of the CLIPScore and Inception Score metrics show that it is not currently
relevant to use them for automatic evaluation of generated images, since the results obtained are not
correct and differ significantly from the evaluation of the same images by humans. The use of word-
image pairs for training GAN models does not provide a sufficient level of quality of the generated
images, including when using neural networks to calculate CLIPScore and Inception Score metrics. To
obtain results of proper, realistic quality, GAN models should be able to work with descriptive text,
and not just search for possible word pairs on which the model was trained.

The limitations associated with training GAN models on keyword-image pairs reduce the practical
value of this approach, even if it achieves the best results in generating abstractions. To further
improve the method, it is necessary to train models on more generalized concepts. At the same time,
the development and training of a separate model exclusively for this purpose is impractical, as it
requires significant amounts of data, which are often protected by copyright, or requires obtaining such
data in ways that contradict the very idea of automated image generation.

It is worth noting that the assessment of the appropriateness or similarity of the chosen words,
abstractions, and generated images is quite subjective, as any reader can imagine and perceive the text
in their own subjective way, but the task of this study is not to guess absolutely accurately and convey
the formed idea of a certain page before the reader imagines it, but to help imagine, suggest, or form
a certain direction of images and objects to better shape the perception of the work.
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MopiBHANbHMIA aHaNi3 BUKOPUCTAHHSA IHCTPYKLI A1 MOBHMUX
Mopaenei Ta aBTOMaTU30BaHUX METPUK OLIHIOBAHHSI SIKOCTI
300pa>keHb, 3reHepoBaHux GAN-mogenamn

Axumis B. C.1, Iickozy6 1. 3.52, Onisipaux H. P.!

! Kagpedpa npuxaadnoi mamemamuru, Hayionarvrut yrnisepcumem “/Iveiscvora nosimexiiva”,
eyn. Cmenana Bandepu, 12, 79013, Jlveis, Yxpaina
2 Kagpedpa npursadnoi mamemamuru, Kpaxiscvra nosimexnika,
eys. Bapwascvra, 24, 31-155, Kpaxis, [loavusa

Y pobori JoCTiKEHO MOKINBOCTI 3acTocyBanusa MoBHUX Al Mozeseil y moenuanui 3 re-
HeparusauMu Hefiponnumu Mepexkamu (GAN) mig crBopeHHsT 306parkeHb 33 TEKCTOBU-
MU OIHUCAMHU 3 XYyI0XKHIX TBOpiB. IIpoanaiizoBano eheKTUBHICTDL PI3HUX THUINB ITPOMII-
TiB, sKi BUKOPUCTOBYIOTHCS st (popMyBaHHsS aOCTpaKIlil, a TaKOXK IPOBEJIEHO MOPIB-
HAHHS Pe3y/IbTaTiB POOOTH HAMIOMYSPHININX CyIaCHUX Mojesell reHepaliil 306pakeHb —
MidJourney, DALL-E ta Stable Diffusion. Orpumani pe3ysibraT JIEMOHCTPYIOTD, IO X04Ya
MOBHI MOjlesti 3/1aTHI pOpMyBaTH 3MICTOBHI aOCTPAKIII, SKi 9aCTKOBO BiJIIOBIAIOTH TEK-
croBoMy 3Mmicty, cami GAN Mojiesni Ha cydacHOMY eTalli pO3BUTKY He 3a0e311e4y0Th HE0D-
XigHOTO piBHA BiAmoBigHOCTI Ta peasictuunocti. MidJourney mokaszasia HAWBHUII Pe3yJib-
taTth, B Toit yac a1k DALL-E nocrymumnaca seboro na 0.69%, a StableDiffusion na 11.7%.
PesynbraTu orninoBanHsa NOKa3aJM MepeBary IIPOMIITIB, IO MOKJIAJAIOTHCA Ha T€HEPAIIIIo
y3araJbHEeHUX aOCTPAKIliil, & IPOMIT SIKUI MTOBHICTIO MOKJIAJIAETHCS HA MOBHY MOJIEJb ¥
IUTAHHI reHepalil abcTpakIil mepesepirye inmi mpoMnTr Ha 4.52-11.18%. HaromicTs aB-
tomaru3oBani merpukn sik-or CLIPScore Ta Inception Score BusiBuucsi HEKOPEKTHUMU
Jutst 1i€el 3aua4di. TakoXK BUCBITJIEHO OOMEXKEHHsI Cy4YaCHUX IIiaxosiB ji0 HapyaHHs GAN
MOJIeJiell Ha mapax “KJI9I0Be CJIOBO — 300parkeHHsT Ta OOIDYHTOBAHO HOTPEOY B YIOCKO-
HaJIEHHI METOJIiB TeHepallil Ha OCHOBI ITOBHOIIIHHUX TEKCTOBUX OITHCIB.

Knw4osi cnoBa: wmyvwnull thmesexm, 00MUCAERHA; Gi-300padicenma; 2enepayis 300pa-
JHCEND; NEPEMBOPEHHA MEKCNY 8 300PAHCEHHA.
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