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Resume parsing is a method used to extract key information from resumes, allowing for
further actions such as candidate selection and ranking. In traditional recruitment pro-
cesses, companies often handle thousands of resumes manually or require applicants to
follow a pre-defined template. However, the evolving recruitment environment calls for
more advanced technological solutions and efficient resume analysis methods. Although
various basic techniques can analyze structured documents, they are inadequate for pro-
cessing unstructured formats such as PDF, DOC, and DOCX. The current methods for
resume parsing primarily rely on techniques such as BERT, Natural Language Processing
(NLP), keyword-based models, and named entity recognition (NER) models. In response
to this, the proposed system introduces a new approach that uses Computer Vision through
YOLOv8 and Large Language Models (LLMs) for enhanced performance and broader API
integration. YOLOv8 is used for resume segmentation, while Tesseract OCR extracts rel-
evant information in variable text format. The extracted data are then processed by two
LLMs using the Gemini and OpenAI APIs, which compute similarity scores and rank
candidates according to specific criteria.
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1. Introduction

In recent years, the growth of digital databases has made data processing increasingly challenging for
organizations and companies. This created a need for tools that can efficiently manage large volumes
of data. At the same time, recruiting suitable candidates is essential but remains a complex task
for Human Resources (HR) departments. One of the key challenges is the selection and evaluation
of candidates. Traditionally, HR departments rely on manual processes to analyze resumes, a time-
consuming approach that is not only inefficient but also prone to human error.

This paper introduces an automated system designed for the Public Laboratory for Testing and
Studies (LPEE) to address these challenges. The system streamlines resume processing, analysis, and
classification by focusing on the skills of candidates, work experience, and educational background.

The proposed model utilizes Computer Vision techniques to analyze and filter resumes. Through
models like YOLOv8, it divides certain sections of the resumes visually [1]. Tesseract OCR is used for
text extraction from relevant image sections after segmentation [2]. Through methodology integration,
it aids in the proper extraction of relevant details by recognizing and converting visual sections to
formatted text for further processing.

Additionally, the system makes use of advanced methods that include integration of Large Lan-
guage Models (LLM) through OpenAI and Gemini APIs to make the recruitment process automatic.
LLMs that possess the capability to determine sophisticated context-based interconnectivities of words
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provide richer and more specific text-based representations [3]. Using these models, similarities in job
descriptions and resumes are measured by the system to rank applicants on their fit for jobs.

The objective of this paper is to present a solution to replace manual examination by extracting
relevant categories from candidate resumes automatically. Our method identifies crucial work aspects
such as experience, skills, and education from candidate resumes. Our extracted data are analyzed
by our Large Language Models to identify how suitable candidate resumes are for offered jobs. Our
models calculate similarity scores and rank applicants based on how suitable they are for the jobs
offered to them.

2. Related work

The growing population of applicants has caused numerous applicants to apply for every offer of
employment, so that recruiters have to sift through numerous applicants to identify suitable ones. Most
research makes use of several of these detection and segmentation models that have been designed
for these purposes. [4] employed YOLOv8 to identify helmet violations in real-time with very few
annotations and with a high level of accuracy of 92.5%. This proves that YOLOv8 performs well in
situations where small datasets have to be used. Similarly, in agricultural research, [5] demonstrated
that through YOLOv8, plant leaves segmentation is efficiently performed with 89.3% accuracy in an
autonomous plant growth monitoring environment. In aviation security research, [6] employed YOLOv8
to detect drones at an early stage at an impressive level of accuracy of 94.7%. All these research papers
establish that more data makes performance higher in these complicated scenarios so that YOLOv8
performs exceptionally well in various complicated situations.

Optical Character Recognition (OCR) also plays an important role in extracting text from images.
In the authors’ work [7], the average detection error of Tesseract OCR was evaluated at 11.30%, with
153 words identified out of 173. However, the average error rate for identified words reached 67.65%,
indicating room for improvement, particularly in English handwriting recognition. In contrast, in [8],
recent improvements to Tesseract OCR for Tifinagh script recognition are highlighted, making it more
robust in this context. Although Tesseract is effective in many cases, its performance varies significantly
depending on the language and quality of the processed documents [7–9].

Large Language Models (LLMs) have revolutionized language analysis by enabling in-depth context
awareness and coherent text generation [3]. LLMs possess the ability to analyze lengthy texts of
varying levels of complexity, extract relevant details, and understand implicit nuances of words. LLMs
in employment search processes analyze applicants’ experience, skills, and education to map these to
specifications of jobs to give detailed summaries [10]. They offer computing similarity scores and refine
suggestions accordingly.

Recent studies [11, 12] have set LLMs relation extraction model performance at 85% in testing for
evaluation. Besides that, [13] unveils that LLMs in named entity recognition have reduced classification
errors by 15% to reach 92% in accuracy. All these results reveal how LLMs contribute significantly to
streamlining text processing systems, such as the automatic generation of summaries.

3. Materials and methods

Finding the right personnel quickly and efficiently has become a major challenge for companies, es-
pecially when resources and time are limited. Identifying the most qualified candidates from a large
number of resumes is increasingly time-consuming and requires significant staff resources due to the
ever-growing population. To address this issue, we propose enhancing the overall preselection and
selection process for the best candidates from a large pool of resumes. This will be achieved through
the automation of the preselection and selection processes, allowing for a streamlined approach that
ensures efficient analysis and processing of resumes, verifies candidate suitability for the position, and
ultimately facilitates informed decision-making.
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3.1. Data collection and preprocessing

The resumes used in this study were collected in various formats (PDF, DOC, and DOCX) by the Public
Laboratory for Testing and Studies (LPEE). Our objective is to process and analyze these resumes,
submitted by candidates applying for positions within the company, using innovative techniques based
on Computer Vision and Large Language Models (LLMs). The dataset consists of 6 300 resumes

Table 1. File types comprising
the candidate resumes dataset.

File Type Total

PDF 3959
DOC 1793
DOCX 548

representing diverse candidate profiles. We began by loading the
dataset, which includes unstructured files in multiple formats (see
Table 1), and converting all these papers to uniform format (images).
Duplicate resumes were dropped while only retaining ones that con-
tain all of the categories needed for us to analyze. Subsequently,
the images were converted to grayscale to improve clarity by aug-
menting text-background contrast while minimizing noise caused by
color inconsistency. Through preprocessing in this step, the model is in good shape to focus on text
contours and shape more than before. After completing data preprocessing and cleansing, only 3 500
of the resumes remained to be used. They were split further into three subsets: 70% (approximately
2 450 YOLO-annotated resume images) for training, 20% (around 700 images) for validation, and the
remaining 10% (around 350 images) for testing the model.

3.2. Proposed method

The proposed solution first involves developing a Computer Vision-based system capable of analyzing
and processing resumes from a large database of resumes in different formats and extracting the required
information. Subsequently, the system integrates Large Language Models (LLMs) to provide advanced
services, offering high-performance features such as similarity score calculation and classification. The
approach of our solution is illustrated in Figure 1. The initial phase of the process involves the selection
of resumes, which is part of the preparation phase. Companies receive many resumes in various formats,
including PDF, DOC, and DOCX, for job offers.

Preparation
Phase

Deploy Phase

CV PRE-PROCESSING

SIMILARITY
COMPUTING

RANKING CV

SEGMENTATION
MODEL

SKILLS

PROFESSIONAL
EXPERIENCE

EDUCATION

Figure 1. Architecture of the proposed model.

In our proposed model, we consider a set of resumes submitted in these formats as input. First, the
input documents are transformed into a homogeneous format, specifically images. Next, we use the
YOLOv8 model, which is based on a Computer Vision approach that detects and segments objects or
specific sections from images, classifying them into predefined categories. In our case, these categories
include skills, work experience, and education, which are extracted from resume images.

To streamline the category extraction process, we used Tesseract OCR to efficiently extract the text
from the identified segments. The OCR process begins by dividing the image into parts corresponding
to text blocks, followed by isolating lines, words, and finally characters. This allows us to identify the
areas of the image containing text and structure the information into a usable format, making it easier
to analyze while ensuring high accuracy, whatever the layout. Figure 2 illustrates how categories of
interest are segmented in a resume image.
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Figure 2. Example of segmented
sections in a resume.

After extracting the entities, the information is stored in a
structured text format (see Figure 3) in order to proceed to the
deployment phase. At this stage, we employ Large Language
Models (LLMs), based on high-performance architectures like
the Transformer architecture, which allow us to effectively un-
derstand and manage long-term relationships between words in
texts. These models are particularly efficient for tasks such as
similarity score calculation, classification, and other advanced
text analyses. One method used in our work is cosine simi-
larity calculation, a powerful tool for measuring the similarity
between two vectors in a vector representation space, formu-
lated as follows [14]:

cos(A,B) =
A · B

‖A‖‖B‖

This technique measures the angle between two vectors, mak-
ing it possible to evaluate the semantic proximity between sen-
tences or words.

Figure 3. Example of output in variable text format.

Recently, the accessibility of these Large Language Models via APIs provided by organizations
has facilitated their integration into our processes. In this context, we chose to integrate two APIs:
those of OpenAI and Gemini. This integration allows us to leverage their advanced capabilities to
calculate the similarity score between a resume and a job offer, as well as to classify candidates based
on their job designations, thereby optimizing our selection process. Subsequently, a performance
comparison between the two APIs was conducted to identify the most reliable one in terms of similarity
performance.

3.3. Performance metrics

In this study, several performance metrics were used to evaluate the effectiveness of our proposed model,
namely: Precision, Recall, F1-score, and mean Average Precision (mAP). These metrics measure how
well our model correctly detects relevant categories while minimizing errors. Each object class is
evaluated independently, measuring the overlap area between predicted and reference zones.
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— Precision: It measures the model’s ability to correctly segment relevant sections of resumes (skills,
education, and experience) while minimizing irrelevant inclusions. It is defined as the ratio of True
Positives (TP) to the total number of True Positives and False Positives (FP) [15]:

Precision =
TP

TP+ FP
.

— Recall: It evaluates the model’s ability to identify all important resume sections. Instead of
focusing on False Positives, it accounts for False Negatives (FN), representing cases where relevant
information is missed [15]:

Recall =
TP

TP + FN
.

— F1-score: Since precision and recall often exhibit a trade-off, the F1-score is introduced as a
harmonic mean of the two metrics. It provides a balanced evaluation of model performance [15]:

F1-score = 2×
Precision × Recall

Precision + Recall
.

— Mean Average Precision (mAP): To assess the model’s ability across multiple classes, Mean
Average Precision (mAP) is used. It represents the average of the average precision (AP) scores
computed for each class, offering insight into overall segmentation performance [15]:

mAP =
1

N

N∑

i=1

APi.

A high mAP indicates that the model is capable of accurately detecting relevant resume sections
across various confidence levels, while a lower mAP suggests the need for further optimization.

4. Results and discussion

After applying our methodology, the obtained results (see Table 2) show the performance metrics of
the customized YOLOv8 model (training model, skills model, and professional experience model) for
detection and segmentation tasks. The metric measurements for the three models include an average
precision of 95%, indicating that most positive predictions are correct, and an average recall of 94%,
highlighting the models’ ability to capture most of the present categories. The F1-score, which balances
precision and recall, is 94%, confirming that the models are well-balanced and effective for detection.
This demonstrates overall strong performance in terms of segmentation and accurate detection.

During the similarity score calculation and resume ranking phase for a given job offer, a comparative
analysis of the similarity values obtained from the OpenAI and Gemini APIs was performed (see
Figure 4). This step ensures a robust evaluation of candidate profiles based on specific criteria, offering
reliable ranking results.

Table 2. Comparison of model performances across various metrics and their averages.

Metric Model 1 (Professional experience) Model 2 (Skills) Model 3 (Education) Average
Precision 0.9421 0.9503 0.9612 0.95
Recall 0.9305 0.9450 0.9600 0.94
mAP50 0.9502 0.9523 0.9678 0.95

mAP50-95 0.9020 0.9105 0.9204 0.91
F1-score 0.9363 0.9476 0.9606 0.9450

The results in Figure 4 present a comparison of similarity scores between OpenAI and Gemini for
a set of 50 resumes. While both models show variations in performance, OpenAI consistently achieves
higher similarity scores across most resumes. This consistency highlights its efficiency and reliability
in identifying relevant matches for the job offer. In contrast, Gemini’s performance is less uniform,
with fluctuations suggesting varying levels of accuracy across different resumes.

Our findings align with previous studies [16], which observed similar trends in their analysis of both
models, further confirming that OpenAI remains the most reliable choice for this task (see Figure 5).
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Figure 4. Evaluation of similarity rates between Gemini and OpenAI.
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Figure 5. Comparative assessment of LLM performances between OpenAI and Gemini [16].

5. Conclusion

In our work on resume processing, the model significantly improved the efficiency of the recruitment
process by streamlining the analysis and ranking of candidates. Through the combined use of YOLOv8
for segmentation and Tesseract OCR for information extraction, manual tasks are reduced, thereby
minimizing human error. The LLM models based on the Gemini and OpenAI APIs were highly
effective in evaluating the match between resumes and job offers, with OpenAI showing slightly better
performance in terms of consistency and overall efficiency. This automated system represents a major
advancement for companies, providing a fast and accurate solution for managing applications, and it
also has the potential to support career guidance for job seekers [17].

However, it is worth noting that our automated system has certain limitations. For example, access
to the ChatGPT API is subscription-based, which may pose a financial constraint for some companies.
Additionally, the system is limited by the API’s request capacity, allowing only a specific number
of resumes to be processed. This limitation may affect model scalability, particularly for large-scale
recruitment operations that need to handle high volumes of resumes efficiently. Given these limitations,
the Meta LLaMA model could present a promising research perspective in this field.
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Iнтелектуальна автоматизована система
для розбору та ранжування резюме

Захур О.1, Себбар А.1, Захур Б.2, Карiм А.1

1Iнформацiйнi технологiї та моделювання, факультет природничих наук Бен Мсiк,

Унiверситет Хасана II, Касабланка, Марокко
2Факультет юридичних, економiчних та соцiальних наук,

Унiверситет Iбн Зора в Агадiрi, Марокко

Парсинг резюме – це метод, який використовується для вилучення ключової iнфор-
мацiї з резюме, що дозволяє здiйснювати подальшi дiї, такi як вiдбiр кандидатiв та
ранжування. У традицiйних процесах рекрутингу компанiї часто обробляють тисячi
резюме вручну або вимагають вiд кандидатiв дотримуватися попередньо визначеного
шаблону. Однак, середовище рекрутингу, що постiйно розвивається, вимагає бiльш
просунутих технологiчних рiшень та ефективних методiв аналiзу резюме. Хоча рiзнi
базовi методи можуть аналiзувати структурованi документи, вони неадекватнi для
обробки неструктурованих форматiв, таких як PDF, DOC та DOCX. Поточнi методи
парсингу резюме в основному спираються на такi методи, як BERT, обробка природ-
ної мови (NLP), моделi на основi ключових слiв та моделi розпiзнавання iменованих
сутностей (NER). У вiдповiдь на це запропонована система впроваджує новий пiдхiд,
який використовує комп’ютерний зiр через YOLOv8 та моделi великих мов (LLM) для
пiдвищення продуктивностi та ширшої iнтеграцiї API. YOLOv8 використовується для
сегментацiї резюме, тодi як Tesseract OCR витягує вiдповiдну iнформацiю у змiнному
текстовому форматi. Потiм витягнутi данi обробляються двома LLM за допомогою
API Gemini та OpenAI, якi обчислюють оцiнки подiбностi та ранжують кандидатiв
за певними критерiями.

Ключовi слова: резюме; комп’ютерний зiр; YOLOv8; сегментацiя об’єктiв;

Tesseract OCR; LLM; оцiнка подiбностi; класифiкацiя; API; OpenAI.

Mathematical Modeling and Computing, Vol. 13, No. 1, pp. 33–40 (2026)


