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Resume parsing is a method used to extract key information from resumes, allowing for
further actions such as candidate selection and ranking. In traditional recruitment pro-
cesses, companies often handle thousands of resumes manually or require applicants to
follow a pre-defined template. However, the evolving recruitment environment calls for
more advanced technological solutions and efficient resume analysis methods. Although
various basic techniques can analyze structured documents, they are inadequate for pro-
cessing unstructured formats such as PDF, DOC, and DOCX. The current methods for
resume parsing primarily rely on techniques such as BERT, Natural Language Processing
(NLP), keyword-based models, and named entity recognition (NER) models. In response
to this, the proposed system introduces a new approach that uses Computer Vision through
YOLOvS and Large Language Models (LLMs) for enhanced performance and broader API
integration. YOLOVS is used for resume segmentation, while Tesseract OCR extracts rel-
evant information in variable text format. The extracted data are then processed by two
LLMs using the Gemini and OpenAl APIs, which compute similarity scores and rank
candidates according to specific criteria.

Keywords: resume; computer vision; YOLOuS; object segmentation; Tesseract OCR;
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1. Introduction

In recent years, the growth of digital databases has made data processing increasingly challenging for
organizations and companies. This created a need for tools that can efficiently manage large volumes
of data. At the same time, recruiting suitable candidates is essential but remains a complex task
for Human Resources (HR) departments. One of the key challenges is the selection and evaluation
of candidates. Traditionally, HR departments rely on manual processes to analyze resumes, a time-
consuming approach that is not only inefficient but also prone to human error.

This paper introduces an automated system designed for the Public Laboratory for Testing and
Studies (LPEE) to address these challenges. The system streamlines resume processing, analysis, and
classification by focusing on the skills of candidates, work experience, and educational background.

The proposed model utilizes Computer Vision techniques to analyze and filter resumes. Through
models like YOLOVS, it divides certain sections of the resumes visually [1]. Tesseract OCR is used for
text extraction from relevant image sections after segmentation [2]. Through methodology integration,
it aids in the proper extraction of relevant details by recognizing and converting visual sections to
formatted text for further processing.

Additionally, the system makes use of advanced methods that include integration of Large Lan-
guage Models (LLM) through OpenAl and Gemini APIs to make the recruitment process automatic.
LLMs that possess the capability to determine sophisticated context-based interconnectivities of words
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provide richer and more specific text-based representations [3]. Using these models, similarities in job
descriptions and resumes are measured by the system to rank applicants on their fit for jobs.

The objective of this paper is to present a solution to replace manual examination by extracting
relevant categories from candidate resumes automatically. Our method identifies crucial work aspects
such as experience, skills, and education from candidate resumes. Our extracted data are analyzed
by our Large Language Models to identify how suitable candidate resumes are for offered jobs. Our
models calculate similarity scores and rank applicants based on how suitable they are for the jobs
offered to them.

2. Related work

The growing population of applicants has caused numerous applicants to apply for every offer of
employment, so that recruiters have to sift through numerous applicants to identify suitable ones. Most
research makes use of several of these detection and segmentation models that have been designed
for these purposes. [4] employed YOLOvVS to identify helmet violations in real-time with very few
annotations and with a high level of accuracy of 92.5%. This proves that YOLOv8 performs well in
situations where small datasets have to be used. Similarly, in agricultural research, [5] demonstrated
that through YOLOvS, plant leaves segmentation is efficiently performed with 89.3% accuracy in an
autonomous plant growth monitoring environment. In aviation security research, [6] employed YOLOv8
to detect drones at an early stage at an impressive level of accuracy of 94.7%. All these research papers
establish that more data makes performance higher in these complicated scenarios so that YOLOv8
performs exceptionally well in various complicated situations.

Optical Character Recognition (OCR) also plays an important role in extracting text from images.
In the authors’ work [7], the average detection error of Tesseract OCR was evaluated at 11.30%, with
153 words identified out of 173. However, the average error rate for identified words reached 67.65%,
indicating room for improvement, particularly in English handwriting recognition. In contrast, in [§],
recent improvements to Tesseract OCR, for Tifinagh script recognition are highlighted, making it more
robust in this context. Although Tesseract is effective in many cases, its performance varies significantly
depending on the language and quality of the processed documents [7-9].

Large Language Models (LLMs) have revolutionized language analysis by enabling in-depth context
awareness and coherent text generation [3]. LLMs possess the ability to analyze lengthy texts of
varying levels of complexity, extract relevant details, and understand implicit nuances of words. LLMs
in employment search processes analyze applicants’ experience, skills, and education to map these to
specifications of jobs to give detailed summaries [10]. They offer computing similarity scores and refine
suggestions accordingly.

Recent studies [11,12] have set LLMs relation extraction model performance at 85% in testing for
evaluation. Besides that, [13] unveils that LLMs in named entity recognition have reduced classification
errors by 15% to reach 92% in accuracy. All these results reveal how LLMs contribute significantly to
streamlining text processing systems, such as the automatic generation of summaries.

3. Materials and methods

Finding the right personnel quickly and efficiently has become a major challenge for companies, es-
pecially when resources and time are limited. Identifying the most qualified candidates from a large
number of resumes is increasingly time-consuming and requires significant staff resources due to the
ever-growing population. To address this issue, we propose enhancing the overall preselection and
selection process for the best candidates from a large pool of resumes. This will be achieved through
the automation of the preselection and selection processes, allowing for a streamlined approach that
ensures efficient analysis and processing of resumes, verifies candidate suitability for the position, and
ultimately facilitates informed decision-making.
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3.1. Data collection and preprocessing

The resumes used in this study were collected in various formats (PDF, DOC, and DOCX) by the Public
Laboratory for Testing and Studies (LPEE). Our objective is to process and analyze these resumes,
submitted by candidates applying for positions within the company, using innovative techniques based
on Computer Vision and Large Language Models (LLMs). The dataset consists of 6300 resumes
representing diverse candidate profiles. We began by loading the
dataset, which includes unstructured files in multiple formats (see
Table 1), and converting all these papers to uniform format (images).
Duplicate resumes were dropped while only retaining ones that con-

. . PDF 3959
tain all of the categories needed for us to analyze. Subsequently, DOC 1703
the images were converted to grayscale to improve clarity by aug- DOCX 548
menting text-background contrast while minimizing noise caused by
color inconsistency. Through preprocessing in this step, the model is in good shape to focus on text
contours and shape more than before. After completing data preprocessing and cleansing, only 3500
of the resumes remained to be used. They were split further into three subsets: 70% (approximately
2450 YOLO-annotated resume images) for training, 20% (around 700 images) for validation, and the
remaining 10% (around 350 images) for testing the model.

Table 1. File types comprising
the candidate resumes dataset.

File Type | Total

3.2. Proposed method

The proposed solution first involves developing a Computer Vision-based system capable of analyzing
and processing resumes from a large database of resumes in different formats and extracting the required
information. Subsequently, the system integrates Large Language Models (LLMs) to provide advanced
services, offering high-performance features such as similarity score calculation and classification. The
approach of our solution is illustrated in Figure 1. The initial phase of the process involves the selection

of resumes, which is part of the preparation phase. Companies receive many resumes in various formats,
including PDF, DOC, and DOCX, for job offers.

Preparation
Phase
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—op —Em LB

SEGMENTATION \
cv PRE-PROCESSING sl
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COMPUTING
Deploy Phase —
OO0 00

;I||I‘I “
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Figure 1. Architecture of the proposed model.

In our proposed model, we consider a set of resumes submitted in these formats as input. First, the
input documents are transformed into a homogeneous format, specifically images. Next, we use the
YOLOvV8 model, which is based on a Computer Vision approach that detects and segments objects or
specific sections from images, classifying them into predefined categories. In our case, these categories
include skills, work experience, and education, which are extracted from resume images.

To streamline the category extraction process, we used Tesseract OCR to efficiently extract the text
from the identified segments. The OCR, process begins by dividing the image into parts corresponding
to text blocks, followed by isolating lines, words, and finally characters. This allows us to identify the
areas of the image containing text and structure the information into a usable format, making it easier
to analyze while ensuring high accuracy, whatever the layout. Figure 2 illustrates how categories of
interest are segmented in a resume image.

Mathematical Modeling and Computing, Vol. 13, No. 1, pp. 33-40 (2026)



36 Zahour O., Sebbar A., Zahour B., Karim A.

ﬁ Prénom NOM After extracting the entities, the information is stored in a
nTITULE DU POSTE structured text format (see Figure 3) in order to proceed to the
0 s deployment phase. At this stage, we employ Large Language
— Models (LLMs), based on high-performance architectures like
CONTAGT e o diomecu s the Transformer architecture, which allow us to effectively un-
o derstand and manage long-term relationships between words in
. texts. These models are particularly efficient for tasks such as
e similarity score calculation, classification, and other advanced
e text analyses. One method used in our work is cosine simi-
= : larity calculation, a powerful tool for measuring the similarity
Lugues © S between two vectors in a vector representation space, formu-
: lated as follows [14]:
e ‘ A-B
cenrees oiwteRer - =
s o B =
' This technique measures the angle between two vectors, mak-
Figure 2. Example of segmented ing it possible to evaluate the semantic proximity between sen-
sections in a resume. tences or words.
= resultats.txt x + - = £
Fichier Modifier Affichage
===== CV : Exemple CV|l.png =====

[Compétences]

1. COMPETENCES Compétence 1 Compétence 2 Compétence 3
Compétence 4

[Expériences]

1. EXPERIENCES PROFESSIONNELLES Intitulé du poste Entreprise
Sept. 20XX Leb. 20XX XXIO0OXX XX IN XX 10KX INK IN KXKIKX I10KX
TOUX TN ITX TOKX TH XAXXAXXAXXXXXAXAXKEXKXEXNNXXKXKXAXNXKXKXKNX AN
KXKXNX XOOOOINX KCKX KI IIX KOCKK AN IX IN IX IX KIIK IN IX IN
EAXKXKKAXEX KK EAKEENT XK XENE XX XAXAXKX TR XK AXTAXXXXKX Intitulée du
poste Entreprise Sept. 28XX EFgbh. 20XX e
KXXXXXNEXEXEXEXXXNXMAXXXNXXNXXAXXKNXXXKXEXTNX 0
KUK EKA KKK KEXENEXEX KK XX KAXTIXNENENEXXXNXKXENKIKIX o
KEXKRKEKXAXEXEXEXAXKXANANAXAKXNENENAKXXANKXXXENENKNX ©
XOBOXNXXENEXEXXXNAXAXTAXTAXKNEXXXXXXXENENTNX Intitulé du poste
Entreprise Sept. 28XX EFeh, 20XX c
MM A K MM K MM KK KANMK XK H U XK XNX KK NANAK KN XK T XN XX
EXXKEK KK EKAAXANEX KKK EXANNXKXINNXINNXKNE KXXX INK e
EAXXXAXAXNXAKANKXANEXXNANNXANAXENANNNNKXTIXININX e
EUKKEK KKK KK E K KA KKK KKK E X KKK ENAX K EAXNEX KKK AT XKNEXK

[Formations ]

1. FORMATION Tntitulé du diplome ou &tudes Université ou école
Sept. 28XX Egb, 20XX Intitulé du dipléome ou études Université ou
ecole Sept. 20XX Leb. 20XX Intitule du diplome ou etudes
Universite ou école Sept. 28XX Feb. 20XX
Sept. 20XX Eeb. 20XX

Figure 3. Example of output in variable text format.

Recently, the accessibility of these Large Language Models via APIs provided by organizations
has facilitated their integration into our processes. In this context, we chose to integrate two APIs:
those of OpenAl and Gemini. This integration allows us to leverage their advanced capabilities to
calculate the similarity score between a resume and a job offer, as well as to classify candidates based
on their job designations, thereby optimizing our selection process. Subsequently, a performance
comparison between the two APIs was conducted to identify the most reliable one in terms of similarity
performance.

3.3. Performance metrics

In this study, several performance metrics were used to evaluate the effectiveness of our proposed model,
namely: Precision, Recall, Fl-score, and mean Average Precision (mAP). These metrics measure how
well our model correctly detects relevant categories while minimizing errors. Each object class is
evaluated independently, measuring the overlap area between predicted and reference zones.
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— Precision: It measures the model’s ability to correctly segment relevant sections of resumes (skills,
education, and experience) while minimizing irrelevant inclusions. It is defined as the ratio of True
Positives (TP) to the total number of True Positives and False Positives (FP) [15]:

TP

TP + FP’

— Recall: It evaluates the model’s ability to identify all important resume sections. Instead of
focusing on False Positives, it accounts for False Negatives (FN), representing cases where relevant
information is missed [15]:

Precision =

TP
TP + FN’

— F1l-score: Since precision and recall often exhibit a trade-off, the Fl-score is introduced as a
harmonic mean of the two metrics. It provides a balanced evaluation of model performance [15]:

Recall =

Floscore — 2 x Precision x Recall

Precision + Recall”
— Mean Average Precision (mAP): To assess the model’s ability across multiple classes, Mean
Average Precision (mAP) is used. It represents the average of the average precision (AP) scores
computed for each class, offering insight into overall segmentation performance [15]:

1 N
mAP = N;APZ-.

A high mAP indicates that the model is capable of accurately detecting relevant resume sections
across various confidence levels, while a lower mAP suggests the need for further optimization.

4. Results and discussion

After applying our methodology, the obtained results (see Table 2) show the performance metrics of
the customized YOLOv8 model (training model, skills model, and professional experience model) for
detection and segmentation tasks. The metric measurements for the three models include an average
precision of 95%, indicating that most positive predictions are correct, and an average recall of 94%,
highlighting the models’ ability to capture most of the present categories. The F1-score, which balances
precision and recall, is 94%, confirming that the models are well-balanced and effective for detection.
This demonstrates overall strong performance in terms of segmentation and accurate detection.

During the similarity score calculation and resume ranking phase for a given job offer, a comparative
analysis of the similarity values obtained from the OpenAl and Gemini APIs was performed (see
Figure 4). This step ensures a robust evaluation of candidate profiles based on specific criteria, offering
reliable ranking results.

Table 2. Comparison of model performances across various metrics and their averages.

Metric Model 1 (Professional experience) | Model 2 (Skills) | Model 3 (Education) | Average
Precision 0.9421 0.9503 0.9612 0.95
Recall 0.9305 0.9450 0.9600 0.94
mAP50 0.9502 0.9523 0.9678 0.95
mAP50-95 0.9020 0.9105 0.9204 0.91

F1-score 0.9363 0.9476 0.9606 0.9450

The results in Figure 4 present a comparison of similarity scores between OpenAl and Gemini for
a set of 50 resumes. While both models show variations in performance, OpenAl consistently achieves
higher similarity scores across most resumes. This consistency highlights its efficiency and reliability
in identifying relevant matches for the job offer. In contrast, Gemini’s performance is less uniform,
with fluctuations suggesting varying levels of accuracy across different resumes.

Our findings align with previous studies [16], which observed similar trends in their analysis of both
models, further confirming that OpenAl remains the most reliable choice for this task (see Figure 5).
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Figure 4. Evaluation of similarity rates between Gemini and OpenAl.
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Figure 5. Comparative assessment of LLM performances between OpenAl and Gemini [16].

5. Conclusion

In our work on resume processing, the model significantly improved the efficiency of the recruitment
process by streamlining the analysis and ranking of candidates. Through the combined use of YOLOv8
for segmentation and Tesseract OCR for information extraction, manual tasks are reduced, thereby
minimizing human error. The LLM models based on the Gemini and OpenAl APIs were highly
effective in evaluating the match between resumes and job offers, with OpenAl showing slightly better
performance in terms of consistency and overall efficiency. This automated system represents a major
advancement for companies, providing a fast and accurate solution for managing applications, and it
also has the potential to support career guidance for job seekers [17].

However, it is worth noting that our automated system has certain limitations. For example, access
to the ChatGPT API is subscription-based, which may pose a financial constraint for some companies.
Additionally, the system is limited by the API’s request capacity, allowing only a specific number
of resumes to be processed. This limitation may affect model scalability, particularly for large-scale
recruitment operations that need to handle high volumes of resumes efficiently. Given these limitations,
the Meta LLaMA model could present a promising research perspective in this field.
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IHTenekTyanbHa aBTOMaTuU30BaHa cucTema
ONs po300py Ta paH)XyBaHHsSI pe3iome

Baxyp O.1, Ce6bap A.', Baxyp B.2, Kapim A.!

! Ingpopmaniting mexnono2ii ma modemosanna, gaxysvmem npupodnunux nayx Ben Mcix,
Yuisepcumem Xacana II, Kacabaanka, Mapoxko
2 Qaxysvmem 10pUOUNHUT, EKOHOMINVHUT Ma COUIAALHUT HAYK,
Vnuisepcumem 16w 3opa 6 Aeadipi, Mapoxko

Ilapcunr pesiome — 1e MeTOJ, AKWIT BUKOPUCTOBYETHCS [IJIsI BUJIyUEHHS KJIIOYOBOI iH(OP-
Maril 3 pe3ioMe, IO T03BOJISIE 3AIMCHIOBATH MOJAJBINI i, Taki K BimOip KaHAXIATIB Ta
paHXKXyBaHHsA. ¥ TPAJUIIITHUX MPOIECcaX PEKPYTUHTY KOMITaHIl 9acTo 0OpOOJISIOTh THCA I
pe3ioMe BpydHYy ab0 BUMATralOTh BiJl KAHIWIATIB JOTPUMYBATHUCH MIOEPETHBO BUZHAUECHOTO
mabsiony. OJHAK, CepeJIOBHUINE PEKPYTHUHTY, IO MOCTIHHO PO3BUBAETHCS, BUMATa€ OiJIbII
MIPOCYHYTHUX TEXHOJIOTIUHUX PillleHb Ta eeKTUBHUX METOIIB aHAII3y pe3ioMe. Xod1a pi3ni
6a30Bi MeTO/IM MOXKYTh aHAJI3yBaTH CTPYKTYPOBaHI JOKYMEHTU, BOHM HEAJEKBATHI JIJIs
00pobku HecTpykTypoBauux dpopmaris, Takux sk PDF, DOC ta DOCX. ITorouni meTtomn
[MAPCUHTY PE3IOMe B OCHOBHOMY CIMPAOThecs Ha Taki Mmeromu, sk BERT, 06pobka mpupos-
Hol MoBu (NLP), Mo/esi Ha OCHOBI KIIFOYOBUX CJIB Ta MOJEJ PO3IMI3HABAHHS IMEHOBAHMX
cytrocreit (NER). V Bianosine Ha 11e 3aIIpornoHOBaHa CHCTEMa BIPOBAJKYE HOBUI MiIxi,
KUl BUKOpuCTOBY€E KoMIr'toTepHuii 3ip uepe3 YOLOvVS ta mozesni Besukux mos (LLM) s
iJBUINEHHST POy KTUBHOCTI Ta mwmpinol inrerparii API. YOLOvV8 BukopucToByeTbhCst 11t
cermenTariii pesome, Toi gk Tesseract OCR BuTsarye Binmosinny irdopmariiro y 3MiHHOMY
TekcroBoMy dopmari. [lorim BuTarayTi mani o6pobastorbes gsoma LLM 3a momomororo
API Gemini ta OpenAl, siki 069KCIIIOIOTH OIIHKHU TOJIOHOCT] Ta PaHKYIOTh KaHIAJIATIB
3a [IEBHUMU KPUTEPisIMHU.

Knwouosi cnosa: pesiome; womnromepruts 3ip; YOLOvS; ceamenmauin 06’cxmis;
Tesseract OCR; LLM; ouinka nodibnocmi; kaacudixayis; API; OpenAl
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